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Abstract. This paper presents a new probabilistic model of information
retrieval. The most important modeling assumption made is that doc-
uments and queries are defined by an ordered sequence of single terms.
This assumption is not made in well known existing models of informa-
tion retrieval, but is essential in the field of statistical natural language
processing. Advances already made in statistical natural language pro-
cessing will be used in this paper to formulate a probabilistic justification
for using tf×idf term weighting. The paper shows that the new proba-
bilistic interpretation of tf×idf term weighting might lead to better un-
derstanding of statistical ranking mechanisms, for example by explaining
how they relate to coordination level ranking. A pilot experiment on the
Cranfield test collection indicates that the presented model outperforms
the vector space model with classical tf×idf and cosine length normali-
sation.

Keywords: Information Retrieval Theory, Statistical Information Re-
trieval, Statistical Natural Language Processing

1 Introduction

There are three basic processes an information retrieval system has to
support: the representation of documents, the representation of a user’s
information need and the comparison of these two representations. In text

retrieval the documents and the information need are expressed in natu-
ral language. Although text retrieval got by far the most attention in the
information retrieval community, so far the success of natural language
processing techniques was limited. Most of the effort in the field of text
retrieval was put in the development of statistical retrieval models like
the vector space model (proposed by Salton et al. [11]), the classical prob-
abilistic model (proposed by Robertson and Sparck Jones [7]) and more
recently the inference network model (proposed by Croft and Turtle [3]).



The application of natural language processing techniques in combi-
nation with these models has solid but limited impact on the performance
of text retrieval1 [13]. The research does however provide little insight to
the question how to use natural language processing. Natural language
processing modules are usually considered as preprocessing steps, that is,
they are not included in the model itself. This paper attempts to formu-
late a model that captures statistical information retrieval and statistical
natural language processing into one unifying framework. It is the model
itself that explicitly defines how documents and queries should be anal-
ysed. This seems a rather trivial requirement, but we claim that this is
not the general idea behind the existing models for information retrieval.
The (implicit) assumption made by these retrieval models is that some
procedure, either manual or automatic, is used to assign index terms to
documents. It is the result of this procedure that can be reflected by the
model, not the procedure itself.

This paper is organised as follows. In section 2 the basic linguisti-
cally motivated retrieval model will be presented. Section 3 will give a
new probabilistic interpretation of tf×idf term weighting by using esti-
mation procedures developed in the field of statistical natural language
processing. Finally, section 5 will present conclusions and plans for future
work. These plans include the development of a model for phrases and
the development of a model for cross-language information retrieval.

2 The Basic Retrieval Model

This paper defines a linguistically motivated model of full text informa-
tion retrieval. The most important modeling assumption we make is that
a document and a query are defined by an ordered sequence of words
or terms.2 This assumption is usually not made in information retrieval.
In the models mentioned in the introduction documents and queries are
modeled as unordered collections of terms or concepts. In the field of sta-
tistical natural language processing the word order assumption is essential
for many applications, for instance part-of-speech tagging, speech recog-
nition and parsing. By making the ’ordered sequence of terms assumption’

1 Retrieval performance is usually measured in terms of precision (the fraction of the
retrieved documents that is actually relevant) and recall (the fraction of the relevant
documents that is actually retrieved).

2 In the linguistically motivated model terms and words are equivalent, both expres-
sions will be used in this paper. A classical index term that consists of more than
one word will be called a phrase.



we will be able to use advances already made in statistical natural lan-
guage processing. In this section we will define the framework that will
be used in the subsequent sections to give a probabilistic interpretation
of tf×idf term weighting.

2.1 The sample space

We assume that a collection consist of finite number of textual documents.
The documents are written in a language that exist of a finite number of
words or terms.

Definition 1 Let P be a probability function on the joint sample space
ΩD ×ΩT ×ΩN . Let ΩD be a discrete sample space that contains a finite
number of points d such that each d refers to an actual document in the
document collection. Let D be discrete random variable over ΩD. Let
ΩT be a discrete sample space that contains a finite number of points t
such that each t refers to an actual term that is used to represent the
documents. Let T be a discrete random variable over ΩT . Let N be a
discrete random variable over the sample space ΩN . N will refer to the
user’s information need.

We will typically use the probability distribution P (D|N) to rank
documents given an information need. The random variable D will refer
to an abstract representation of a document rather than to its physical
representation which is modeled by index terms T .

We did not define the complete sample space ΩN . The information
need N is internal to the user and it is not known how it relates to
other information needs. In practice we will usually only consider the
conditional probability of terms and documents given one information
need N , that is, in practice the model will be defined for one information
need only.

2.2 Modeling documents and queries

A query and a document will be modeled as compound events. A com-
pound event is an event that consists of two or more single events, as when
a die is tossed twice or three cards are drawn one at a time from a deck [6].
In general the probability of a compound event does depend on the order
of the events. For example a document of length n will be modeled by
an ordered sequence of n random variables T1, T2, · · · , Tn. The probabil-
ity of the ordered sequence will be defined by P (T1, T2, · · · , Tn|D). Most



practical models for information retrieval assume independence between
index terms. This leads to the following model of documents.

P (T1, T2, · · · , Tn|D) =
n∏

i=1

P (Ti|D) (1)

Note that the assumption of independence between terms in documents
does not contradict the assumption that terms in documents have a par-
ticular order. The independence assumption merely states that every pos-
sible order of terms has the same probability. It is made to illustrate that
a simple version of the linguistically motivated model is very similar to
existing information retrieval models. In the near future we hope to pub-
lish a version of the model in which the independence assumption does
not hold: a model that uses phrases.

A query of length l will be modeled by an ordered sequence of l ran-
dom variables T1, T2, · · · , Tl. The probability of the ordered sequence will
be defined by P (T1, T2, · · · , Tl|N). This probability can be viewed at as
describing the process of a user formulating a query of length l, beginning
with the word T1 and ending with the word Tl. Unlike the modeling of
documents, queries will not be modeled by assuming independence be-
tween query terms. Instead the query will get a probability of 1 if the
user formulates only one query and some smaller probability if the user
formulates more than one query. In a practical information retrieval sys-
tem there should be some kind of interactive process between system and
user in which one or more queries with corresponding probabilities are
defined.

Analogous to a user formulating a query, equation 1 can be viewed at
as the author of a document D writing a document of length n, beginning
with the word T1 and finally ending with the word Tn.

2.3 The matching process

The matching process is modeled by the joint probability measure
P (D,N,T ) in which T will refer to the compound event T1, T2, · · · Tl. The
following conditional independence assumption is made:

P (D,N |T ) = P (N |T )P (D|T ) ,T = (T1, T2, · · · Tl) (2)

By definition 1 terms are mutually exclusive and therefore two compound
events are mutually exclusive if they differ in at least one of the single
events. This means that it is possible to sum over all possible compound



events T to determine the ranking of documents given an information
need (see e.g. Wong and Yao [16]).

P (D|N) =
∑

T

P (T |N)P (D|T ) ,T = (T1, T2, · · · Tl) (3)

All compound events that were not formulated as a query by the user
will have zero probability (P (T |N) = 0), so in practice it is sufficient
to use equation 3 for the formulated queries only. In order to use the
independence assumption of equation 1 we should rewrite P (D|T ) in
equation 3 by applying Bayes’ rule.

P (D|T1, T2, · · · , Tl) = P (D)
P (T1, T2, · · · , Tl|D)

P (T1, T2, · · · , Tl)
(4)

= P (D)

∏l
i=1 P (Ti|D)

P (T1, T2, · · · , Tl)
(5)

Equation 4 is the direct result of applying Bayes’ rule. Filling in the inde-
pendence assumption of equation 1 leads to equation 5. It seems tempting
to make the assumption that terms are also independent if they are not
conditioned on a document D. This will however lead to an inconsistency
of the model (see e.g. Cooper’s paper on modeling assumptions for the
classical probabilistic retrieval model [2]). Since

∑
d P (D = d|T ) = 1 we

can scale the formula using a constant C such that 1
C

=
∑

d P (D = d,T ).

P (D|T1, T2, · · · , Tl) = C P (D)
l∏

i=1

P (Ti|D) (6)

Equation 3 and 6 define the linguistic motivated statistical retrieval model
if we assume independence between terms in documents.

3 Estimating the probabilities

The process of probability estimation defines how probabilities should be
estimated from frequency of terms in the actual document collection. We
will look at the estimating process by drawing a parallel to statistical
natural language processing and corpus linguistics.

3.1 Viewing documents as language samples

The general idea is the following. Each document contains a small sample
of natural language. For each document the retrieval system should build



a little statistical language model P (T |D) where T is a single event. Such
a language model might indicate that the author of that document used
a certain word 5 out of 1000 times; it might indicate that the author
used a certain syntactic construction like a phrase 5 out of 1000 times;
or ultimately indicate that the author used a certain logical semantic
structure 5 out of 1000 times.

One of the main problems in statistical natural language processing
and corpus linguistics is the problem of sparse data. If the sample that
is used to estimate the parameters of a language model is small, then
many possible language events never take place in the actual data. Sup-
pose for example that an author wrote a document about information

retrieval without using the words keyword and crocodile. The reason that
the author did not mention the word keyword is probably different from
the reason for not mentioning the word crocodile. If we were able to ask
an expert in the field of information retrieval to estimate probabilities for
the terms keyword and crocodile he/she might for example indicate that
the chance that the term keyword occurred is one in a thousand terms
and the chance that the term crocodile occurred is much lower: one in a
million. If we however base the probabilities on the frequency of terms
in the actual document then the probability estimates of low frequent
and medium frequent terms will be unreliable. A full text information
retrieval system based on these frequencies cannot make a difference be-
tween words that were not used ’by chance’, like the word keyword, and
words that were not used because they are ’not part of the vocabulary of
the subject’, like the word crocodile. Furthermore there is always a little
chance that completely off the subject words occur like the word crocodile

in this paper.
We believe that the sparse data problem is exactly the reason that it is

hard for information retrieval systems to obtain high recall values without
degrading values for precision. Many solutions to the sparse data problem
were proposed in the field of statistical natural language processing (see
e.g. [5] for an overview). We will use the combination of estimators by
linear interpolation to estimate parameters of the probability measure
P (T |D).

3.2 Estimating probabilities from sparse data

Perhaps the most straightforward way to estimate probabilities from fre-
quency information is maximum likelihood estimation [6]. A maximum
likelihood estimate makes the probability of observed events as high as
possible and assigns zero probability to unseen events. This makes the



maximum likelihood estimate unsuitable for directly estimating P (T |D).
One way of removing the zero probabilities is to mix the maximum likeli-
hood model of P (T |D) with a model that suffers less from sparseness like
the marginal P (T ). It is possible to make a linear combination of both
probability estimates so that the result is another probability function.
This method is called linear interpolation:

Pli(T |D) = α1Pmle(T ) + α2Pmle(T |D), 0<α1,α2<1 and α1+α2=1 (7)

The weights α1 and α2 might be set by hand, in which case we
would choose them in such a way that α1Pmle(T = t) is smaller than
α2Pmle(T = t|D) for each terms t. This will give terms that did not ap-
pear in the document a much smaller probability than terms that did
appear in the document. In general one wants to find the combination of
weights that works the best, for example by optimising them on a test
collection consisting of documents, queries and corresponding relevance
judgements.

Table 1. frequency information

Nq the number of queries formulated for the
information need at hand

Nd the number of documents in the
collection

tf (t, d) term frequency: the number of times the
term t appears in the document d.

df(t) document frequency: the number of
documents in which the term t appears.

Table 1 lists the frequencies that are used to estimate the probabili-
ties of the model. Two frequencies are particularly important, the term
frequency and the document frequency. The term frequency of a term is
defined by the number of times a term appears in a document and can be
viewed at as local or document specific information. Given a specific doc-
ument many terms will have a frequency of zero, so the term frequency
suffers from sparseness. The document frequency of a term is defined by
the number of documents in which a term appears and can be viewed
at as global information. (Sometimes document frequency is referred to
as collection frequency.) The document frequency of a term will never
be zero, because by definition 1, terms that do not appear in any docu-
ment will not be included in the model. The sparseness problem can be



avoided by estimating P (T |D) as a linear combination of a probability
model based on document frequency and a probability model based on
term frequency as in equation 10:

P (T |N) =
1

Nq

,T = (T1, T2, · · · , Tl) (8)

P (D = d) =
1

Nd

(9)

P (Ti = ti|D = d) = α1
df(ti)∑
t df(t)

+ α2
tf (ti, d)

∑
t tf (t, d)

(10)

Note that term frequency and document frequency are not derived
from the same distribution. Although the term frequency can also be
used to compute global information of a term by summing over all possible
documents, this information will usually not be the same as the document
frequency of a term, more formally: df(t) 6=

∑
d tf (t, d).

3.3 Relation to tf×idf

The use of term frequency and document frequency to rank documents
was extensively studied, especially by Salton et al. for the vector space
model [10]. They argued that terms appearing in documents should be
weighted proportional to term frequency and inversely proportional to
the document frequency. They called weighting schemes that follow this
approach tf×idf (term frequency × inverse document frequency) weight-
ing schemes and the application in a model of information retrieval the
term discrimination model. The combination of tf×idf weights and docu-
ment length normalisation gave the best retrieval results on several test
collections, but they were not able to justify their approach by probability
theory (which is not a prerequisite for using it in the vector space model
anyway):

. . . The term discrimination model has been criticised because it

does not exhibit well substantiated theoretical properties. This in

contrast with the probabilistic model of information retrieval . . .

The lack of theoretical justification of tf×idf weights did not keep develop-
ers of the probabilistic model and the inference network model from using
them. Robertson et al. [8] justified the use of term frequency in the prob-
abilistic model by approximating a ranking formula that is based on the
combination of the probabilistic model and the 2-poisson model. There
is however a more plausible probabilistic justification of tf×idf weighting



which can be justified by the linear interpolation estimator of equation 10.
This can be shown by rewriting. Multiplying the ranking formula defined
by equation 6, 9 and 10 with values that are the same for each document
will not affect the final ranking, so we can multiply the ranking formula
by df(t) and α2 as follows:

P (D = d|T1 = t1, · · ·) ∝
n∏

i=1

(α1
df(ti)∑
t df(t)

+α2
tf (ti, d)

∑
t tf (t, d)

) [by eq. 6,9 and 10]

∝
n∏

i=1

(α1
1

∑
t df(t)

+α2
tf (ti, d)

∑
t tf (t, d) · df(ti)

) [×
∏n

i=1
1

df(ti)
]

∝
n∏

i=1

(
α1

α2
∑

t df(t)
+

tf (ti, d)

df(ti)
·

1
∑

t tf (t, d)
) [×

∏n
i=1

1
α2

]

The resulting formula can directly be interpreted as tf×idf weighting with
document length normalisation, because:

α1

α2
∑

t df(t)
is a small constant for any document d and term t

tf (ti, d)

df(ti)
is the tf×idf weight of the term ti in the document d

1
∑

t tf (t, d)
is the inverse length of the document d

Any monotonic transformation of the document ranking function will
produce the same ranking of the documents. Instead of the product of
weights we could therefore also rank the documents by the sum of loga-
rithmic weights [7]. The result would be an additive model, which is more
in correspondence with the way in which the existing models mentioned
in the introduction usually are presented.

On first glance the constant α1/α2
∑

t df(t) seems to have little impact
on the final ranking. But in fact, different values of α1 and α2 will lead
to different document rankings. In section 3.5 we will show some effects
of different values of α1 and α2 on the ranking of documents, especially
for short queries.

Document length normalisation which is made explicit by 1/
∑

t tf (t, d)
is also defined by the estimator of equation 9. The a priori relevance
of a document estimated as in equation 9 can be defined by any other
estimator, e.g. by using approaches as described by Singhal et al. for the
vector space model [12].



3.4 A new informal definition of tf×idf weighting

Equation 10 gives rise to a new informal definition of tf×idf weighting.
Giving an informal definition after the formal definition seems a bit use-
less, but we believe that it will help to understand what exactly makes
tf×idf weighting successful. The classical definition of tf×idf weighting
can be formulated as follows:

Definition 2 The weight of a term that appears in a document should
increase with the term frequency of the term in the document and decrease
with the document frequency of the term. Terms that do not appear in a
document should all get the same weights (zero weights).

An alternative definition is based on equation 10. If we assume that
α1 df(ti)/

∑
t df(t) is much smaller than α2 tf (ti, d)/

∑
t tf (t, d) then it can

be formulated as follows:

Definition 3 The weight of a term that appears in a document should
increase with the term frequency of the term in the document. The weight
of a term that does not appear in a document should increase with the
document frequency of the term.

An example may clarify the implications of both definitions. Suppose
the user formulates the query information retrieval and there is no docu-
ment in the collection in which the terms information and retrieval both
appear. Furthermore suppose that the term information is much more
common, i.e. has a higher document frequency than the term retrieval.
Now the system will rank documents containing k occurrences of the term
retrieval above documents containing k occurrences of the term informa-

tion. The classical explanation would be as follows:

Explanation 1 The query term retrieval matches better with documents
containing retrieval than the query term information matches with docu-
ments containing information, because retrieval has a higher inverse doc-
ument frequency than information.

The alternative explanation would be that:

Explanation 2 The query term information matches better with docu-
ments not containing information than the query term retrieval matches
documents not containing retrieval because information has a higher doc-
ument frequency than retrieval.

There is no a priori reason to prefer one explanation above the other.
However, the idea of definition 3, that global information is only used to



weight terms of which there is no local information, might lead to better
understanding of probabilistic term weighting in text retrieval.

3.5 The problem of non-coordination level ranking

There is a well known problem with statistical information retrieval sys-
tems that use tf×idf weighting: sometimes documents containing n query
terms are ranked higher than documents containing n + 1 query terms.
We will call this problem the problem of non-coordination level ranking in
which the coordination level refers to the number of distinct query terms
contained in a document. A coordination level ranking procedure will
always rank documents containing n + 1 query terms above documents
containing n query terms even if the top documents have little evidence
for the presence of n + 1 query terms and lower-ranked documents have
a lot of evidence for the presence of n terms.

According to studies of user preferences and evaluations on test collec-
tions the problem of non-coordination level ranking becomes particularly
apparent when short queries are used [9]. In a lot of practical situations
short queries are the rule rather than the exception, especially in situa-
tions where there is no or little user training like with Web-based search
engines. For some research groups, the importance of coordination level is
the reason for developing ranking methods that are based on the lexical
distance of search terms in documents instead of on document frequency
of terms [1, 4]. However, as pointed out by experiments of Wilkinson et al.
[15], some tf×idf measures (e.g. like the measure proposed by Robertson
et al. [8]) are more like coordination level ranking than others (e.g. like
the measure proposed by Salton et al. [10]). Wilkinson et al. showed that
weighting measures that are more like coordination level ranking perform
better on the TREC collection, especially if short queries are used.

Following the results of Wilkinson et al. it might be useful to inves-
tigate what exactly makes a weighting measure ”like” coordination level
ranking. The following example may provide some insight. Suppose the
user enters a small query of only two terms a and b. As in the previous ex-
ample a might be the term information and b might be the term retrieval.
Furthermore suppose that the document d1 contains a lot of evidence for
term a and no evidence for the term b; and that document d2 contains
little evidence of both terms. It can be shown that document d1 will have
a lot of evidence for a and none for b if tf (a, d1) is high, tf (b, d1) = 0
and the length of d1 is short. Document d2 contains little evidence of a
and b if tf (a, d2) = tf (b, d2) = 1 and if d2 is a long document. The length
of a document will be defined by l(d) =

∑
t tf (t, d). Now the following



equation defines the requirement for coordination level ranking, that is,
the similarity of document d1 to the query a b should be smaller than the
similarity of document d2 to the query. The left hand side of the equation
contains the similarity of the query compared to document d1 and the
right hand side contains the similarity of the query to document d2. The
similarities are defined by the ranking formula introduced in section 3.3
with c = α1/α2

∑
t df(t).

(c +
tf (a, d1)

df(a)l(d1)
)(c + 0) < (c +

1

df(a)l(d2)
)(c +

1

df(b)l(d2)
)

c2 +
c tf (a, d1)

df(a)l(d1)
< c2 +

c

df(a)l(d2)
+

c

df(b)l(d2)
+

1

df(a)df(b)l(d2)2

c tf (a, d1)

df(a)l(d1)
−

c

df(a)l(d2)
−

c

df(b)l(d2)
<

1

df(a)df(b)l(d2)2
(11)

...

c <
l(d1)

l(d2)(tf (a, d1)df(b)l(d2) − df(b)l(d1) − df(a)l(d1))

Equation 11 shows that we can rewrite the requirement for coordination
level ranking as a requirement for the constant c. If c is small enough
than the problem of non-coordination level ranking will never occur. By
changing the value of c the ranking formula can be adapted to different
applications. If we are developing a Web-based search engine we might
choose a relatively small value for c, but if we are developing a search
engine for evaluation in TREC [14] we might choose a higher value of c. For
the Web-based search engine we might define a collection specific lower
bound of c by keeping track of the collection extrema like maximum term
frequency and document frequency (maxtf and maxdf) and maximum
and minimum document lengths (maxl and minl). If we fill in these
extrema and the definition c = α1/α2

∑
t df(t) in (11) then the lower

bound will be defined as follows on the ratio between α1 and α2.

α1

α2
<

minl ·
∑

t df(t)

maxl · (maxtf · maxdf · maxl − maxdf · minl − minl)
(12)

Equation 12 defines a ranking formula that always produces coordination
level ranking for queries of two words. For longer queries the bound will be
lower and for queries with unrestricted length only α1 = 0 will guarantee
coordination level ranking.



3.6 A plausible explanation of non-coordination level ranking

The arguments in the previous section showed the following. The smaller
the value of the constant c, the more the ranking formula will behave like
coordination level ranking. It is good to note that most tf×idf measures
defined for the existing models of information retrieval include constants
for which the arguments introduced above also hold (for instance the
”+0.5” in the Robertson/Sparck Jones formula [7, 8]). However, the clas-
sical definition of tf×idf weighting (definition 2) does not give a plausible
explanation of why and when non-coordination level ranking does hap-
pen. Using the new definition 3 and the fact that c is defined by the
ratio α1

α2
we can give the following explanation of non-coordination level

ranking when tf×idf weights are used.

Explanation 3 Non-coordination level ranking occurs if query terms
that do not appear in a document are weighted too high compared to
query terms that do appear in a document.

According to definition 3 terms that do not appear in a document are
weighted proportional to the document frequency. If we choose a relatively
high value for the constant α1 then query terms that do not appear in
a document will be weighted too high, possibly causing non-coordination
level ranking.

4 A Pilot Experiment

There remains an important question: How does the model perform in
an experiment with a test collection? The following pilot experiment is
relatively weak because we used a relatively outdated test collection and
compared the new model with a relatively outdated vector space weight-
ing scheme. The results are however promising. The next step will be
evaluation in this years Text Retrieval Conference TREC-7 [14].

4.1 Experimental results

In the experiment we implemented a linguistically motivated probabilistic
retrieval engine and a standard vector space engine. Both engines used
the same tokenisation and stemming of the words in the documents. As
a test collection we used the Cranfield collection which was also used
extensively in early experiments with the vector space model [10]. Table
2 lists the non-interpolated average precision averaged over 225 queries
of the Cranfield collection for different values of α1 and α2.



Table 2. experimental results on the Cranfield collection

weight avg. precision

α1 = 0.05 α2 = 0.95 0.3904
α1 = 0.1 α2 = 0.9 0.4016
α1 = 0.2 α2 = 0.8 0.4141
α1 = 0.4 α2 = 0.6 0.4249
α1 = 0.6 α2 = 0.4 0.4297
α1 = 0.8 α2 = 0.2 0.4325
α1 = 0.9 α2 = 0.1 0.4311
α1 = 0.95 α2 = 0.05 0.4252

To evaluate how our weighting scheme performs relatively to other
tf×idf weighting schemes with document length normalisation we im-
plemented the vector space model with tfc.nfx weighting as proposed by
Salton and Buckley [10]. The non-interpolated average precision averaged
over 225 queries of this system was 0.4032 on the Cranfield collection.3

The linguistically motivated system performs better for quite a wide range
of different values of α1 and α2. Experiments with the TREC collection,
have to determine if the difference in performance is in fact a property of
the respective ranking strategies.

4.2 Coordination level ranking

The Cranfield collection is a small collection (1398 documents) with a
relative large number of queries (255 queries). Cranfield has the following
collection extrema: The smallest document is 18 words long, the longest
354 words. The maximum term frequency is 28 and the maximum doc-
ument frequency 729. Following the arguments of the previous section it
is possible to calculate a lower bound on the ratio between α1 and α2

that will define coordination level ranking given a query of length 2. This
leads to a lower bound of 0.000525 on the ratio between α1 and α2 which
corresponds roughly to α1 = 0.0005 and α2 = 0.9995. Although correct,
the lower bound introduced by equation 12 is obviously not very useful
for identifying proper values for α1 and α2. There are several reasons that
might explain why the system performs optimally for much higher values
of α1:

1. Coordination level ranking does not lead to good average precision on
the Cranfield collection.

3 Salton and Buckley [10] report a 3-point interpolated average precision of 0.3841.
Our version of their system reaches a 3-point interpolated average precision of 0.4204
which is probably due to the use of a stemmer.



2. The system does produce coordination level ranking, but the bound
on the ratio between α1 and α2 is too low to be of any use.

3. The system does produce coordination level ranking, but the bound
is not useful because the collection does not have very small queries
(the average query length is about 9.5 words).

Additional experiments have to point out which reason or reasons actually
explain the experimental results the best.

5 Conclusion and Future Plans

This paper presented the linguistically motivated probabilistic model of
information retrieval. Using estimation by linear interpolation which is
often used in the field of statistical natural language processing we were
able to present a probabilistic interpretation of tf×idf term weighting.
We showed that this new interpretation leads to better understanding of
the behaviour of tf×idf ranking. In a pilot experiment we showed that
a system based on the derived model performs better on the Cranfield
collection than a system based on a standard vector space model using
classical tf×idf weights and cosine document length normalisation.

This paper did not present the linguistically motivated model for infor-
mation retrieval in its full strength. Although we claim that the most im-
portant modeling assumption of the model is that documents and queries
are defined by an ordered sequence of terms, the assumption is not essen-
tial for the claims made in this paper. In future papers we will investigate
two major information retrieval issues that require natural language pro-
cessing techniques. The first issue is the use of phrases in information
retrieval. The second issue is the problem of cross-language information
retrieval.
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