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Abstract This paper explores two approaches to multimediexmg that
might contribute to the advancement of text-basedceptual search for
pictorial information. Insights from relatively mae retrieval areas (spoken
document retrieval and cross-language retrieval}aken as a starting point for
an investigation of the usefulness of the concéirnodal dictionaries and of
clustering features from multi-modal documents iot@ semantic space. One
of the advantages of the presented techniques &t tthey are domain
independent.

1 Introduction

Among the various types of objects that one coulhtwto search for in the
multimedia domain, image content seems to be orgheimore challenging types.
Speedy and easy access to image content in theafjeloenain is not supported by
today’s search tools and technology, and in sfiterogress in content based image
retrieval or advances in the area of video loggamgechnique which reuses subtitles
or speech transcripts for the automatic indexingviofeo fragments [13]), it is
unlikely that on short notice general purpose tetdgy will become available for
indexing images on a conceptual level.

In this paper we will investigate parallels for ipgacontent retrieval with retrieval
areas that have already reached a certain levahtiration (text retrieval), or where
a breakthrough is imminent (spoken document redtiamd cross-language retrieval)
and where the incorporation of the available tettmoin digital workflow processes
can already be shown at several places.

In order to address the parallelism at a propeglle¥ abstraction, section 2 will
first discuss the retrieval problem in a very gaheway, based on the classical
paradigms for information retrieval. Then we witladyse two more complex retrieval
tasks. In both cases the complexity is not matckiiegcomplexity of the image case,
but still it is complex enough to be able to getieeahe findings in such a way that it
offers a useful baseline for a conceptual exploratf the problem of developing
automatic indexing tools for the image domain. écteon 3 the notion of deriving

1 Part of the research for this paper has been tlibgethe Dutch organisation for Scientific
Research NWO.



bimodal dictionaries from parallel corpora will be shown to be very fusein
modelling an approach for image retrieval whichlwitentually support text based
querying of images. In section 4 the constructiboree semantic space for both text
and image features vlaatent Semantic Indexing will be shown to offer a useful basis
for concept-based retrieval.

Research in computer vision can be argued to advire search for pictures in
comparison to text-based search using manual aimmdato pictures [15]. The
research described in this paper explores the lgbigsio reuseall textual material
that accompanies a picture for the purpose of aaticnindexing. The concluding
section 5 will argue that because of the paraftelisith more matured retrieval
technology and because of the fact that textualiggsiean be linked to the conceptual
level there is room for confidence that the appheacdescribed may facilitate a next
advancement in cross-modal retrieval.

2 Learning from other IR areas

The goal of an information retrieval system is tegent the user a set of documents
that satisfy the user’s information need whichxpressed by a query. Every approach
to information retrieval has three basic compone(ity a method for representing
documents, (2) a method for representing queridg@na method for comparing the
two representations [14]. Figure 1 graphically tigp the basic components of an IR
system.

Document Query
document representation query representation
function function
doc. representation query representation
matching

retrieval results

Fig. 1. The information retrieval paradigm

In the case of textual documents in a specific laigg and textual queries in the same
language, both the query and document represemfatictions can be kept relatively
simple. Still, an important problem in text retré\vs the fact that the same concept
can be formulated in many different ways. Becausthat, it is very hard to predict
which query will yield relevant documents on a giveoncept. People search for
documents discussing certain issues and are leggsted in the specific words used
in the documents to convey this information. Thislpfem is known as the paraphrase
problem [14]. Cross-modal IR, cross-language IR simoken document retrieval can
be viewed as special instances of the paraphrasgdepn. Queries and documents
necessarily use different vocabularies becauséffefehces in language or modality.



The following sections will go deeper into approashand resources for cross-
language information retrieval (CLIR) and spokeguwoent retrieval (SDR).

2.1 Approachesto CLIR and SDR

A CLIR system supports the use of textual quereesdarch documents in other
languages. A SDR system supports the use of texquaties to search audio
documents containing speech. In systems that sugploiR or SDR, either the
document representation function or the query sepr&tion function (or both) need
to be much more complicated than in the classedlretrieval case.

In the case of CLIR the system can either transdditef the documents to the
language of the query (off-line document transitifL0], or translate the query to
the language of the documents (query translati8h) ¢r translate both to some
intermediate language. Document translation hasath@ntage that it can be done
off-line during indexing. Furthermore, the quality document translation will in
principle be better because the full document cdrigeavailable for disambiguation.
In the case of query translation there is oftenyJdtle context. Latent semantic
indexing (LSI) is an approach to CLIR in which balbcuments and queries are
represented in a format that is in some sensemeiate between the two languages
[4,16].

In the case of SDR, one option is to apply largeabwlary speech recognition on
the spoken documents to generate a textual repeemen[13]. Another option is
phone-based retrieval. Just like in speech reciognithe system extracts discrete
features from the continuous speech signal: sedghones, but the final recognition
step in omitted. During searching the query is atsmverted into a phone
representation [11]. Phone-based retrieval is nfaster during indexing and is less
sensitive to out of vocabulary words.

2.2 Resourcesfor CLIR and SDR

Both CLIR and SDR may rely on research areas tlate hproven to be
commercially successful: machine translation aneesp recognition. In addition,
CLIR systems might also be built using machine-abéel human dictionaries [8],
parallel corpora (two texts that are translatiofisach other) [16] or comparable
corpora (texts in two languages on the same subjeicth are not direct translations)
[1]. SDR systems typically use speech recognitioitware [13], but might also use
pronunciation dictionaries and transcribed speedtich are used to train the speech
recognition software, directly [11].

2.3 Language-based imageretrieval

In the sections above a brief overview was giveragproaches and resources for
CLIR and SDR. Drawing the parallel with languagedzhimage retrieval, three basic
approaches can be identified: (1) off-line imageogmnition, (2) on-line query
visualisation’ and (3) the use of an intermediadépresentation. If the available
resources are taken into account it becomes appuanthe first option will not be



realised in the near future. Unlike machine traitasystems for CLIR and speech
recognition systems for SDR, the state of the raddmputer vision does not permit
the automatic full interpretation of an arbitrapese [15].

However, there are annotated image collectionsa lsense these resources are
resembling manually produced dictionaries for CldRJ pronunciation dictionaries
for SDR. Such collections can be searched usintuaéxueries, but new pictures
should always be annotated by hand.

Systems that support CLIR or SDR can be trainedparallel corpora and
transcribed speech respectively to interpret newarsseen data. We argue that the
same applies to language-based image retrievahrgel image/text corpora are
available. Such corpora might be acquired fromlttternet by using complete web
pages plus images or e.g. from newspapers by usomgplete articles plus
corresponding photos. This paper suggests two apbes to language-based image
retrieval using large mixed image/text corpora. Tingt approach is the automatic
extraction of a bimodal dictionary from the corplie second approach is based on
clustering of both text and image features into cmaceptual space using LSI.

3 Extracting a Bimodal Dictionary from a Parallel Corpus

If we have a parallel corpus of documents in thelatities text and images (i.e. a set
of pictures with reasonably complete descriptionsg could extract a bimodal
‘translation’ lexicon from this corpus using techinés developed for cross language
information retrieval [9]. Such a translation lexiccan be extracted by looking at the
number of times language elements and image elsnoeroccur. If this number is
relatively high, the elements are probably relateat. example, if image descriptions
contain the wordgun and the corresponding images often contain a wetiocle, we
could conclude that the two elements (the wardand a yellow circle) are related in
a way that is similar to the relation betwesein andsoleil.

3.1 Pre-processing

In order to be able to extract such relations feoparallel
corpus of images and text, both the images and ti
descriptions need to be pre-processed.

The pre-processing of images consists of th
determination of the objects or features present. |
practice, low-level features like e.g. colour-hggtams,
textures and hue and saturation values are used
describe images. Low-level image features proofedet
useful for image retrieval systems that use qugry-b
example [5,7,12]. For the sake of our example, we .
assume that some basic shapes and colours like e"s%{];rr?edm the park on
‘yellow circle’ are identified. y day

For the pre-processing of textual objects we assunmg. 2. Example image and
the application of a statistical part-of-speechgtagfor  description
lemmatising the words in the text, thereby follogithe




approach taken in NLP-enhanced retrieval systenth sas Twenty-One [10].
Suppose we have a picture of a tree in a park thithaccompanying description “A
tree in the park on a sunny dayig. 2). The features detected for this image might
be: a green circle, a yellow circle, a brown regtana green rectangle and a blue
rectangle. The information elements from the teighnbetree, park, sun andday.

3.2 Counting Co-occurrences

Once the images and descriptions have been pregsed, we can start counting the
number of co-occurrences for the various text amalgie elements. Suppose we have
a small example corpus, consisting of three pistuom the one hand, and
corresponding descriptions on the other hahid). ().

A treein thepark Atree A sunny day in thepark

Fig. 3. Example corpi’s

To compute co-occurrence frequencies from the craudable will be constructed
in which the columns represent the words in thetioag, whilst the rows represent
the features in the pictures. Since the mappingdxat words and image features will
not always be one-to-one, the number of wordsdescription might differ from the
number of features in the corresponding image. Whisnhappens, null-terms will be
introduced, to balance the two.

Initially all cells in the table will be set to zerEach time a word and a feature co-
occur, the corresponding cell in the table will inereased. The counts for the co-
occurrences are distributed equally over all padgsils. For example, in the last
image, yellow circle might be a translation of eithgpark, sun or day, so the three
cells corresponding to these translations arsatkiased by 0.33.

When all three pictures from our example corpusehlaeen processed, the table
looks like this:

tree park  sun day (null)

greencircle 0.75 0.25 - - 1.0
yellow circle - 0.33 033 0.33 -
brown rectangle 0.75 0.25 - - 1.0

blue rectangle 0.25 058 0.33 0.33 0.5
greenrectangle 0.25 058 0.33 0.33 0.5

2 The information elements in the captions are il fiace



The following bimodal dictionary can be inferredt@matically by applying the
EM-algorithm as described in [9]. The algorithmnmghates certain word image-
feature combinations and infers for example thaedrbasically consist of green
circles and brown rectangles.

tree park sun day (null)

greencircle 1.0 - 1.0
yellow circle - 0.5 0.5 -
brown rectangle 1.0 - - - 1.0
blue rectangle - 1.0 0.25 0.25 0.5
Green rectangle - 1.0 0.25 0.25 0.5

The algorithm that is used to infer the bimodaltiditary can easily be generalised
for non-discrete lower level features. Future ekpents have to point out if in fact
the resulting bimodal dictionaries are effectiveinss-modal search situations.

4 Using LSl for Cross-Modal Information Retrieval

Another way to find relations (or translations)veén words and image features is
building a semantic space with LSI. The idea ohg4iSI for multi-modal indexing is
not completely new. In another study [2], imagesrfrthe world wide web were
indexed, analysing both the image features andstineounding text (alt-tags, title,
near text) of an image. In this study, words andgefeatures are analysed separately
building two separate spaces that are merged aftdsw LSl is used to analyse the
textual part. A more integrated approach, in witoh two modalities are combined
from the start will yield a semantic space in whiglxt and images are firmly
interwoven.

As stated above, LSI can be used for Cross-Langlrdgemation Retrieval. After
a short introduction to LSI this section will exjplahow the same techniques can be
used for Cross-Modal Retrieval. For a more detailescription of LSI, cf. [3].

4.1 Latent Semantic Indexing

LSl uses a matrix in which each term is represerdeda vector of document
occurrences. The elements in the vector can benbinaatural or real-valued,
indicating eitherif a term occurshow often a term occurs or what theeight of the
occurrence is (e.qg. tf/idf).

From this matrix, the most meaningful linear conabiions of terms and documents
are computed using Singular Value Decomposition[¥p16], a form of two-mode
factor-analysis that is similar to eigen-value/eigector decomposition. The original
term-document-matrix A is decomposed into threerigceg containing linearly
independent components that together represeuritieal term document matrix:

A=TSD (1)



T and D are matrices with left and right-singulactors, representing respectively
terms and documents. S is a diagonal matrix witlyudar values that are ordered in
decreasing magnitude.

When the smaller singular values in S are ignored et to zero), the product of
the three matrices is an optimal approximation h## original matrix in a lower
dimension. In this lower dimensional space, documéhat contain different, but
similarf terms are mapped onto the same vector. This wey,uhderlying, latent
semantics of the documents are uncovered. Theasityibetween two documents is
computed using the cosine measure of the transtbdoeuments. The documents are
transformed using the singular value matrices:

sim(d,d,) = cos(Td1,Td,) &)

where T is the matrix with the singular vectorsresgnting the terms.

4.2 Building a Cross-modal Semantic Space

To use LSI for cross-modal indexing and retriegaterm-document matrix has to
be constructed. Analogous to cross-language refriwith LSI, documents from the
two modalities are treated as the same documerdld®g the rows of the matrix we
will have both text and image features.

Suppose we use the example corpus figign 3 to build the matrix, then the
matrix will look like this:

doc 1 doc 2 doc 3

tree 1 1 0
Terms from the text: park 1 0 1
sun 0 0 1
day 0 0 1
green circle 1 1 0
brown rectangle 1 1 0
Terms from the images: blue rectangle 1 0 1
green rectangle 1 0 1
yellow circle 0 0 1

Singular Value Decomposition is used to decompbisenatrix into three matrices
of a lower dimensionality. The semantic space thatonstructed from this small
example corpus via reduction to two dimensionfhi@s inFig. 4.

In a way, the semantic space can be regarded iasoald dictionary. In this space,
related terms from the two modalities (translatjaare located close to each other.

3 similar terms is, in this case, terms that oftecun together in documents.
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Fig. 4. 2-dimensional semantic space of example corpums Fig. 3

4.3 Using a mixed cor pus

Application of the described approach is hindergdHhe fact that parallel corpora of
text and images are not widely available. Howevieis also possible to build a
similar semantic space using a mixed corpus. A thid@rpus is a corpus consisting
of documents that contain text or images or bbth.(). In a mixed corpus, at least a
number of documents need to contain both text amages, but the text and the
images dont need to be translations of one anpthey only need to babout the
same subject. Mixed corpora are much easier tarobifde could take for example
documents from the World Wide Web.

(O  image )  mixed o text D)
On a sunny
day the sky is
blue
A tree in the
A sunny day
park @ (I y,

Fig. 5. Mixed corpus

Once we have a corpus, we can apply proven tecasidaveloped for conceptual
monolingual information retrieval to build multi-rdal and even cross-modal indices.

In concept-based retrieval, the assumption isdbatiments can communicate the
same information in various wordings. The same rapsion can be made on multi-



modal documents. These documents can communicatsatime information using
different words, different images or even worddeas of images and vice versa.

So, from a mixed corpus, again, a term-documentixnaan be constructed in
which terms from both text and images are represented. Thigbmean then be
decomposed using SVD and in the resulting spaetectkerms will be close to each
other. Both textual and visual queries, as welhagti-modal ones, can be mapped
onto this space to find documents about a spewificept in any modality.

5 Concluding Remarks

In this paper, we have addressed the problem ofsemodal and multi-modal
indexing. We have shown that multi-modal indexirgy de regarded as just another
case of multi-lingual indexing. Just like in crdaaguage information retrieval and in
spoken document retrieval, we are dealing withtaof&locuments and queries that
cannot be compared in a trivial way because thiégrdin language or modality.

In order to be able to retrieve documents in onéatity using a query in another
modality, we need a suitable mechanism to map ljo#ry and documents to a
common representation language. We have presemtedntethods for mapping
documents in different modalities to the same comfanguage:

1. deriving a bimodal dictionary
2. multi-modal indexing using LSI

Both methods use the fact that the co-occurrentemterms (visual or textual) in
a text is not purely coincidental. Both methodsoendtically derive the relationships
between terms from a parallel (1) or mixed (2) catpTherefore, both methods
heavily depend on the availability of such a corpus

Since, corpus based methods have proven to bessfiotan both CLIR and SDR,
and indexing images based on low-level image featuvorks fairly well, we are
confident that extracting bimodal representatiomsnf multi-media corpora may be
useful for language based image indexing and xetrie
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