University of Twente
P.O. Box 217
7500AE Enschede
The Netherlands

Using statistical methodsto
create a bilingual dictionary

D. Hiemstra
August 1996

Master's thesis
Parlevink Group
Sedion Software Engineeing and Theoreticd Informatics
Department of Computer Science

Committee

Prof.dr. F.M.G. de Jong
Ir. W. Kradj
Dr.ir. H.J.A. opden Akker
Dr. W.C.M. Kallenberg






(null) (null) Humanity stands at a defining moment in history (null)

| 5]

De mensheid is aangekomen op een beslissend moment in haar geschiedenis

First sentence of the Agenda 21 corpus.






Abstract

A probabkili stic bilingud dictionary assgns to ead possble trangation a probability measure
to indicate how likely the trandation is. This master's thesis covers a method to compile a
probabili stic bilingual dictionary, (or bilingual lexicon), from a paralel corpus (i.e. large
documents that are ead others translation). Two reseach questions are answered in this paper.
In which way can statisticd methods applied to bili ngual corpora be used to creae the bili ngual
dictionary? And, what can be said abou the performance of the creaed bili ngual dictionary in a
multili ngual document retrieval system?

To build the dictionary, we used a statisticd agorithm cdled the EM-algorithm. The EM-
algorithm was first used to analyse paral el corporaat IBM in 199Q In this paper we took a new
approach as we developed an EM-algorithm that compiles a bi-dirediond dictionary. We
believe that there are two goodreasons to condwct a bi-dirediona approach instead of a uni-
diredional approach. First, a bi-diredional dictionary will need less space than two uni-
diredional dictionaries. Secondy, we believe that a bi-diredional approach will lea to better
estimates of the trandation probabiliti es than the uni-diredional approach. We have nat yet
theoreticd proof that our symmetric EM-algorithm is indeed corred. However we do have
preliminary results that indicae better performance of our EM-agorithm compared to the
algorithm developed at IBM.

To test the performance of the dictionary in a multili ngual document retrieval system, we built
adocument retrieval environment and compared recdl and predsion of amono-lingual (Dutch)
retrieval engine with recdl and predsion of a bilingual (Dutch-to-English) retrieval engine. We
used the bili ngual dictionary, compil ed with the EM-algorithm, to automaticadly translate Dutch
queries to correspondng English queries. The experiment was condwcted with the help of 8
voluntea's or naive users who formulated the queries and judged the relevance of the retrieved
documents. The experiment shows that even a simple probabili stic dictionary is useful in
multili ngual document retrieval. With a predsion of 67% and relative recdl of 82%, the
multili ngual retrieval seams to perform even better than the mondingual Dutch system, that
retrieved documents with predsion of 78%, but relative recdl of only 51%. There are two
reasons for the good performance of the multili ngual system compared to the mondinguel
system. First, partialy corred translated queries still retrieve relatively many relevant
documents because of the limitation of our domain. Secondy, linguistic phenomena in Dutch
make mondingual Dutch document retrieval a more complicated problem, than mondingual
Engli sh document retrieval.
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Samenvatting

Een probabili stisch twedalig woordenboek voegt aan elke mogelij ke vertaling een mate van
waaschijnlij kheid toe om aan te geven hoe aannemelij k de vertaling is. Dit afstudeeversiag
beschrijft een methode waamee een probabili stisch twedalig woordenbaoek (of twedalig
lexicon) gegeneread kan worden uit een parallel corpus (d.w.z uit groctte documenten die
elkaas vertaling zijn). In dit verslag worden twee onderzoeksvragen beantwoord. Hoe kunren
statistische methoden toegepast op pardlelle corpora  worden benut om een twedadlig
woordenbaoek te genereren? En, welke uitspragk kan worden gedaan over prestatie van het
gegenereade woordenbaek in een meatalig 'retrieval’ systeem.

Voor het genereren van het woordenbaek is gebruik gemaskt van een statistisch algorithme
genaand het EM-algoritme. Het EM-algoritme werd voor het east in 1990bij IBM gebruikt
om paralé corpora the analyseren. Dit verslag beschrijft een nieuwe aanpak: het ontwerp van
e EM-algoritme dat in staa is een bidiredioned woordenboek te genereren. Voor de
bidiredionele aanpak, in plaas van een mono-diredionele aanpak zijn twee goede redenen te
noemen. Ten egste zd een bi-diredioned woordenboek minder ruimte innemen dan twee
monodredionele woordenboeken. Ten tweeale zijn we van mening dat een bi-diredionele
aanpak zd leiden tot betere schattingen van de waarschijnlij kheden dan de mono-diredionele
aanpak. Er is noggeen theoretische onderbouwing van de correaheid van het EM-algoritme dat
in dit verslag is ontwikkeld. De resultaten van het algoritme duiden er echter op dat ons EM-
algoritme betere prestaties levert dan het EM-algoritme dat ontwikkeld is bij IBM.

Om de prestaties van het woordenboek op een meatalig 'retrieval’ systean te testen, is 'recdl’
en 'predsion van het enkeltalige (Nederlandse) 'retrieval’ systeem vergeleken met 'recdl’ an
‘predsion’ van het twedalige (NederlandSEngelse) 'retrieval' systeem. Het twedalige
woordenbaek, dat we gegeneread hebben met behulp van het EM-algoritme, is gebruikt voor
het automatisch vertalen van Nederlandse zoekvragen naa de bijbehorende Engelse
zoekvragen. Het experiment is uitgevoerd met de hulp van 8 proefpersonen of naieve
gebruikers om de zoekvragen te formuleren en de relevantie van de gevonden documenten te
beoordelen. Het experiment laa zien dat zdfs een simpel probabili stisch woordenboek nuttig is
in een meatalige retrieval’ systeem. Met een ‘predsion’ van 67% en ‘relative recdl’ van 82%,
lij kt het meertalige systeam beter te werken dan het enkeltalige systeeam dat documenten vond
met een ‘predsion’ van 78%, een 'relative recdl’ van slechts 51%. Er zijn twee redenen te
noemen voor de goede prestatie van het meetali ge systeam in vergelij king met het enkeltalige
systean. Ten egste zullen gededtélij k vertadde zoekvragen relatief ved relevante documenten
vinden doa het beperkte domein van ons systeem. Ten tweeale zorgen bepadde tadkundge
eigenschappen van het Nederlands ervoor dat ‘retrieval' met Nederlands als tad
geampliceader isdan retrieval’ in het Engels.
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INTRODUCTION

Chapter 1

| ntroduction

The recent enormous increase in the use of networked information and on-line databases has
led to more databases being avail able in languages other than Endlish. In cases where the
documents are only available in a foreign language, multili ngual document retrieval provides
accessfor people who are non-native spegers of the foreign language or not a speker of the
language at all. A translation system or on-line dictionary can be used to identify good
documents for tranglation.

1.1  Multilingual document retrieval

Where can | find Hungarian legislation on alcohd? What patent applicaions exists for certain
superconductivity ceramic compounds in Japan and which reseach institutes lay behind them?
Is it true that the Netherlands are a drugs nation? Who was the last French athlete that won
weight lifting for heavy weights? And, where can | find the text of the last German song that
won the Eurovision Song Festival ?

Probably the answer of most of the questions abowve can be found somewhere on the Internet.
Those that canna be found probably can be within the next coude of yeas. However, to find
the answers, we must have some knowledge of Hungarian, Japanese, Dutch, French and
German. Wouldn't it be niceif the search engine we used was capabl e of translating our English
query to for example Hungarian, so we can dedde which Web pages we would like to have
trandated by a human translator?

For the purpose of multili ngual document retrieval, such a seach engine must have accessto a
bilingual (or muiltilingual) dictionary to translate queries (or indexes). Existing bili ngual
dictionaries are either too expensive or inadequate for qualitative good translation of the
queries. Tadling the problem of aayuiring the bili ngual dictionary is the main objedive of this

paper.

1.2 Theapproach

In this paper we describe a systematic approacd to build a bilingual probabili stic dictionary for
the purpose of document retrieval. A probalili stic dictionary assgns a probability value to eat
posgble trandation in the dictionary. Our limited objedive was to build a bili ngual Engdlish/
Dutch retrieval system on the domain of ecology and sustainabl e devel opment.

We compiled the dictionary by comparing large documents that are ead others trandation. A
document and its translation will be cdled a bilingud or parallel corpus throughou this paper.
To analyse the bilingual corpus we used a statistical algorithm cdled the EM-algorithm that
was first used to analyse bilinguel corporaat IBM in 1990[Brown, 199Q. Their article inspired
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reseach centra all over the world to use statisticd methods for machine translation also. This
paper contributes to this broad discusgonin two new ways.

1. We developed an EM-algorithm that compiles a bi-diredional dictionary (that is, a
dictionary that can be used to trandated from for example Engdlish to Dutch and Dutch to
English). We believe that there are two goodreasons to condict a bi-diredional approach.
First, a bi-dirediona dictionary will need less spacethan two unidiredional dictionaries.
The compilation of a bi-diredional dictionary is a first step to a true multi-lingual
applicaion. Seaondy, we believe that a bi-diredional approach will lead to better estimates
of the translation probabiliti es than the uni-diredional approach.

2. We built a document retrieval environment and compared recdl and predsion of a mono
lingual (Dutch) retrieval engine to recdl and predsion of a hilingual (Dutch-to-English)
retrieval engine. We used the bilingual dictionary, compiled with the EM-algorithm, to
automaticdly translate Dutch queries to correspondng English queries. The experiment
was conducted with 8 volunteea's or naive users who formulated the queries and judged the
relevance of the retrieved documents

1.3 Research questions

In the statisticd methods to trandate index terms of documents, the following reseach
questions will be answered in this paper

1. In which way can statisticd methods applied to bilingual corpora be used to credae the
bili ngual dictionary?

2. what can be said abou the performance of the creaed bili ngual dictionary in a multili nguel
IR system?

1.4 Organisation of thispaper

This paper is organised as foll ows:

Chapter 2, The Twenty-One projed, situates the research questions formulated in the previous
paragraphin a broader context: the Twenty-One projed.

Chapter 3, Advances in Satistical Trandation, introduces the field of statisticd natural
language processng and gives some of the results of previous reseach on the topic.
Realers who are familiar with the field of Statisticd Trandation may want to skip this
chapter. Still, on the first time through the reader who is nat that famili ar with the topic
may also wish to skip chapter 3, returning to this chapter if he or she wants to know more
abou the badkgroundof the research presented in the rest of this paper.

The next 3 chapters follow the three basic steps that have to be followed to compile the
dictionary, if we asaume that it is known which sentences in the corpus are ead others
translation: First, the definition of equivalence classes. Sewmndy, the definition of the
translation model and, finaly, the definition of the statisticd estimator and the estimating
agorithm (the EM-algorithm).

Chapter 4, Definition of equivalence classes, discusses some of the basic tods we nedal if we
are going to anayse (bilinguel) corpora. First the concept of equivalence classes is
introduced together with possble solution of some basic class definition problems. After
that we introduce the concept of contingency tables.

Chapter 5, The trandation model, covers the applicaion of an Information Theoretic approach
to the tranglation of sentences. In this chapter we define simple but eff edive ways to model
sentences and the trand ation of sentences.
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Chapter 6, The EM-algorithm, discusses the definition of different EM-algorithms and some
preliminary results of the different algorithms

The last two chapters cover the results of our reseach.

Chapter 7, Evaluation using Agenda 21, discusses the results of our reseach. First we will look
a some of the entries of the dictionary we compiled to give an impresson of the
performance of our algorithm. After that we will give the results of the experiment we have
taken to measure the usefulnessof the dictionary we compil ed.

Chapter 8, Conclusions, discusses the conclusions of this paper and gives recommendations for
future research onthetopic

Appendix A, Elementary probalility theory, contains definitions of the mathematica notations
used throughou the paper

Appendix B, Lingustic phenomena, contains definitions of linguistic phenomenawe refer toin
this paper. It particularly discusses morphdogy, ambiguity, and coll ocations / idiom.
Appendix C, Satistical Estimators, covers some different statisticd estimators like Maximum

Likelihood Estimation, Deleted Estimation and GoodTuring Estimation and its
performance on a bigram model.

Appendx D, Implementation of the EM-algorithm, contains the important comments on the
implementation of the sentence identificaion, sentence-alignment, EM-algorithm and IR
environment.
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THE TWENTY-ONE PROJECT

Chapter 2

The Twenty-One Projed

The Twenty-One projed is a projed that is funded by the European Union and has participants
in different European courtries. One of its participants is the Twente University in the
Netherlands. In this chapter an overview will be given of the projed parts that are the most
relevant for the research problem we formulated in the previous chapter. First, we will look at
the main objedive of the Projed Twenty-One and at the users of Twenty-One. Then we will
look at the three main adivities within Twenty-One: document maintenance, document
profili ng (or indexing) and document retrieval. Finally we will look at the role of the document
Agenda2linthe projed [Gent, 1994.

2.1 Objediveof Twenty-One

There are two problems that prevent effedive disemination in Europe of information on
ewlogy and sustainable development. Oneis that relevant and useful multi media documents on
these subjeds are not easy to trace The second problem is that althoughthe relevance of such
documents goes beyond the scope of a region or courtry, they are often available in one
European language only. The Twenty-One projed aims at improving the distribution and use of
common interest documents abou emlogy and sustainable development in Europe. The
improvement will be adieved by developing knowledge-based document information
techndogy and by providing the current network of European organisations with the knowledge
to improve their information distribution by using this new technd ogy.

Twenty-One aims at people and organisations that in one way or ancther have to ded with the
development of environment preserving behaviour. The environmental organisation that will
use Twenty-One ad both as users and providers of information about the environment.

The main objedive of Twenty-One is to develop a domain-independent techndogy to improve
the quality of eledronic and nonteledronic multimedia information and make it more realily
and chegly accesgble to alarger group of people.

2.2 Functionality of a document information system

Document information systems usually have threefunctiondliti es (seefigure 2.1): maintenance,
profiling and retrieval. [Hemels, 1994. Each functionality has its own user interfaceand its
own user type.
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database manager - Maintenance

documentalist = Profiling

end-user = Retrieval

Figure 2.1, Functiondity of a document information system

2.2.1 Document maintenance

Document maintenance is the set of administrative adivities neaded to maintain the document
base. These adivitiesinclude for example adding or removing documents, changing or updating
them, keeping consistency, maintaining catalogue and thesaurial systems, etc. Computers can
be realily used to administer these information. A staff of people with various skill s is usually
involved in document maintenance

2.2.2 Document profiling

Document profiling is the process of attributing feaures to documents such that they can be
retrieved succesqully. These fedaures may include seach keys such as index keywords,
clasgficaion codes or even abstrads. Four sorts of fedures usually are distingu shed.

1. Non-contents descriptions. These are fedures abou the position of a document within its
domain, such as author, date, pullisher, addressee etc. Very often this information canna
be foundin the document itself.

2. Contents descriptions. These are descriptions of the content of a document.

3. Judgements. These are fedures abou the quality of the document related to it's use in a
process

4. Corpus seledion. This is the determination of the suitability of a document for the
document base.

In traditional library maintenance systems, document profili ng is done manually. Therefore it's
time consuming. It is aso the most expensive adivity within traditional library systems because
it has to be dore by experts (documentali sts). The profiling of the contents descriptions has to
be automated to reduce these costs.

2.2.3 Fully automated document pr ofili ng

Because of the costs in boath time and money, fully automated profiling of the contents
descriptions is one of the most important isaues in the Projed Twenty-One. TWO processs are
required. First, automated profiling of documents requires software that cen diff erentiate text
form graphics. A second processanalyses the text part of the document.

Twenty-One will use full text retrieval (i.e. all text is used) tods to build the index terms of the
documents. Most commercia full text retrieval tods only use statistics to build index terms of
documents. Unlike these full text retrieval tods, Twenty-One will use two knowledge based
techniques to built these indexes..

1. Natural Language Processng (NLP) to find noun phrases to build document indexes
consisting of phrases.

2. Knowledge based layout analysis to reaogrise those parts of the documents that have the
highest information density, such astitl es, captions, abstrads or introductions.
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2.2.4 Document retrieval

Document retrieval involves the seaching for documents in the document base. Document
retrieval is performed by end users possbly asssted by librarians or other information
spedalists. In addition to the knowledge based techniques mentioned in the paragraph abowe,
the projea will developtwo other techniques for document retrieval.

3. Automated hyper linking. This is the attachment of links between documents at places
where terms are the same or alike. Hyper linking is the de fado standard in Internet
communication.

4. Fuzzy matching. Fuzzy matching bregks down baoth the index and the query in primitives.
Both sets of primitives can be matched by intersedion.

2.3 Machinetrandation techniques

The machine trandation problem in the projed is a very speda one. The tranglation process
only has to ded with noun phrases. The process does nat have to trandate difficult syntadic
structures. This makes tranglation an relatively easy task. On the other hand, the projed
requires domain independence This means, in the case of Twenty-One, that the techniques
used to trand ate the nounphrases canna make use of the knowledge of for example sustainable
development isaues in Agenda 21. The projed's requirements of domain-independence predude
the use of existing commercial translation software, because this type of software heavily
depends on domain modelli ng, like translation memory, thesauri or model-theoretic semantics,
or interadion with human translators.

In this paper reseach will be made into domain independent trandlation techniques that are
useful in document retrieval environments like the Twenty-One environment. That is, because
we will use bilingual corporato build adictionary, the dictionary itself will be domain-spedfic.
However, the technique used to build the dictionary will be domain-independent and (almost)
fully automatic. Existing dictionaries can be modified easily if a bilingual corpus of ancther
domainisavail able.

24 Theroleof Agenda?21

Agenda 21 is an international document available in all European languages refleding the
results of the United Nations Conference 19920on emlogyin Rio de Janeiro. It contains guiding
principles for sustainable development covering topics such as patterns of consumption,
cultural changes, deforestation, biologicd diversity, etc. These topics are goodexamples of the
phrase indexes Twenty-One has to extrad from the documents and translate to indexes in other

languages.

Agenda 21 is a document that is already avail able and accessble on a multili ngual basis. The
projed Twenty-One however aims at the disclosure of documents that are not available on a
multili ngual basis, i.e. are not like Agenda 21. Because Agenda 21 is available in all different
languages the performance of a multili ngual retrieval system can easily be evaluated by
comparing the results of disclosure of the official trandations.
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ADVANCESIN STATISTICAL TRANSLATION

Chapter 3

Advancesin Statistical Trandation

As stated in chapter 1 we will use statisticd methods to crede the dictionary. This chapter
begins by attempting to situate the statisticd approac in the field of computational lingustics.
After that, we will look at attempts of leading research centra like IBM and AT&T to find
trandations of words using large parall el corpora.

3.1 Rationalism vs. Empiricism

Between abou 1960 and 1990 most of lingustics, psychaogy and artificial intelli gence was
dominated by a rationali st approach. A rationalist approacdh is charaderised by the belief that a
significant part of the knowledge in the human mindis not derived by the senses, but isfixed in
advance, presumably by geneticd inheritance Arguments for the existence of an innate
language faaulty were introduced by Noam Chomsky [Chomsky, 1965. Developing systems for
natural language processng (NLP) using a rationalist approac leals to systems with a lot of
handcoded starting knowledge and reasoning mechanisms.

In contrast an empiricist approad argues that knowledge derives from sensory inpu and a few
elementary operations of association and generali sation. Empiricism was dominant in most of
the fields mentioned abowve between 1920 and 196Q and is now seeng a resurgence in the
199G. An empiricist approach to language suggests that we can learn the structure of language
by looking at large amourts of it. Developing systems for NLP using an empiricist approach
leadsto relatively small systemsthat have to be trained using large corpora.

Claude Shannon who single handedly developed the field of information theory [Shannon
1949 can be seen as the godfather of the modern statisticd NLP. In fad Chomsky referred
mainly to Shannoris n-gram approximations [Shannon 1957 as he introduced his famous
‘colorlessgreen ideas. Chomsky's criti cism of n-gramsin Syntactic Structures [Chomsky, 1957
ushered in the rationali st period. The most immediate reason for the renaissance of empiricism
inthe 199Gs is the avail ability of computers which are many orders of magnitude faster than the
computer in the 195Gs. Large machine-readable corpora are now readily avail able.

The debate described abowe is aso foundin the phil osophy of many other fields of science In
faa Plato argued abou 2,400 yeas ago that our knowledge abou truth, beauty and horesty is
arealy present when we are born. Not much later his student, Aristotle, wrote that ideas were
not native: We learn what is beautiful in life becaise we lean from our parents and becaise
they reward certain opinions. In NLP the debate still corntinues, whether it is charaderised in
terms of empirical vs. rationdist, statistics-based vs. rule-based, performance vs. competence
or smply Shannorinspired vs. Chomsky-inspired. The approach presented in this paper,
foll ows Shannorisideas on NLP.
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3.2 Asdggning probabilitiesto trandations

In this paper, we will consider the trandlation of individual sentences. We take the view that
every sentencein one language is a possble translation of any sentencein the other. We assgn
to every pair of sentences (E,D) a probability P(E|D) to be interpreted as the probability that a
trandator will produce E in the target language when presented with D in the source language.
We exped the probability P(E|D) to be very small for pairs like (I'm a twenty-first century
digital boy, De mensheid is aangekomen op een beslissend moment in haar geschiedenis) and
relatively large for pairs like (Humanity stands at a defining moment in history, De mensheid is
aangekomen op een beslisend moment in haar geschiedenis). More abou probability theory
can be foundin appendix A.

How do we determine the value of the probability measure P when we are deding with the
translation of sentences? Determining P takes threebasic steps.

1. dividing the training data in equivalence classes; ead classwill be assgned a probability
parameter;

2. determining how to model the observations;

3. finding agoodstatisticd estimator for ead equivalence classparameter / test a hypaheses
abou the unknavn parameters

The last step leaves us with two passhiliti es: estimation or hypathesis testing. Let us consider a
simple lingustic (mondingual) problem: What is the probability of seleding the word
sustainahility if someone is randamly seleding 100words from the Agenda 21 corpus.

3.2.1 Defining equivalenceclasss

We define two equivalence classes w;, and w, which are assgned the parameters p; en p,. If we
observe the word sustainakility then the observation is contributed to w;, if we observe any
other word the observation is contributed to w,. Because the sum of the probability over all
possble events must be one there is only one unknowvn parameter. The other parameter is
determined by p, =1 - p;.

3.2.2 Themod€

The probability measure P is unknovn and probably very complex. However, a satisfying
model of P may be a binomia distribution [Church, 1993. The number of times sustainahlity
appeas in Agenda 21 can be used to fit the model to the data. The classcd example of a
binomial processis coin tossng. We can think of a series of words in English text as analogois
to tosses of a biased coin that comes up heads with probability p; and tail s with probability p, =
1- p;. The coinis heals if the word is sustainahlity and the coin is tails if the word is nat. If
the word sustainahility appeas with probability p;. Then the probability that it will appea
exadly x timesin an English text of n words (n tosses with the coin) is

P(x:x):@p;(l— p)™*, 0<x<n 1)

3.2.3 Finding a statistical estimator

The expeded value of the binomial distributed variable X is E(X) = np,. Of course, the value of
p, of the binomial distributed word sustainahlity is unknovn. However, in a sample of n words
we shoud exped to find abou np; occurrences of sustainahlity. There are 41 occurrences of
sustainahility in the Agenda 21 corpus, for which n is approximately 150000 Therefore we
can argue that 150000p; must be about 41 and we can make an estimate P of p; equal to

10
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41/150,000. If we redly believe that words in English text come up like heads when we flip a
biased coin, then p isthe value of p; that makes the Agenda 21 corpus as probable as possble.

Therefore, this statisticd estimation is cal ed the maximum li kdi hoodestimation.

3.24 Hypothesistesting

Instead of estimating the unknowvn parameter p; of the binomial, we also may want to test some
hypahesis of the unknowvn parameter p;. We can for example test the null hypahesisHg : p; =
0.5 against the alternative hypahesis H; : p; # 0.5. The probability of falsely accepting the
aternative hypahesis can be made arbitrarily small.

3.2.5 Discusson

The example we just presented implies that we have to observe trandation pairs of words to
lean something about the translation of words. If we, however, look at a bilingual corpus
withou any knowledge of the languages, we can not posshbly know which words form
trandation pairs. Here lies the challenge of compili ng the dictionary. Before we can estimate
probabiliti es of translation pairs, we have to find the most likely translation of eat word. For
example, if we observe the sentence pair (I wait, ik wacht) the translation of the English word |
may as well be the Dutch word ik as the Dutch word wacht. Before we can estimate the
probability of the trandation word pair (I, ik) we have to reconstruct what adually happened.
The EM-algorithm we define in chapter 6 puts both the reconstruction task and the estimating
task together in an iterative algorithm.

3.2.6 About theremaining paragraphs

The remaining paragraphs of this chapter contain attempts of leading reseach centra like IBM
and AT&T to find trandations of words using large parallel corpora. We will first look at the
processof morphdogicd analysis, which may be an useful step if we are defining equivalence
classes. After that we will look at the problem of aligning the sentences. The sentence
aignment problem is not subjea of the reseach in this paper and we will use the
implementation of Gale and Church described in paragraph 3.4.3. After the sentence ali gnment
problem we will look at the important task of word alignment. Finally we will look at some
recent reseach in Statisticd Trandation. The accent in the remaining paragraphs lies uponthe
methods that can be used and the successof these methods.

3.3 Morphology

Morphdogy is concerned with internal structure of words and with how words can be analysed
and generated. One way to obtain normalised forms of words is to employ a morphdogicd
analyser for bath languages exploiting knowledge abou morphdogicd phenomena. However,
there also is a second way to obtain normali sed forms of words: using statistics to analyse the
morphdogy of words in the corpus. The reader who wants to know more abou morphdogy can
find a detail ed descriptionin appendix B.

3.3.1 Knowledge based analysis of morphology

In many respeds the morphdogicd systems of the languages invalved in Twenty-One are well
understood and systematicaly documented. Nevertheless the computational implementation of
morphdogicd analysisis nat entirely straightforward. Porter's algorithm for suffix strippingis
awell known, relatively simple agorithm to obtain normalised forms [Porter, 198(. Porter's
algorithm does not use lingustic information abou the stem it produwces. A necessary
comporent for such analysis is a dictionary, slowing down the algorithms efficiency. Porter's

11
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algorithm is implemented for many langueges, including a Dutch version by Kradj and
Pohimann at the Utredht University, which also handes prefixes, affixes, changes in syllables
and dugicae vowel patterns[Kradj, 1994.

3.3.2 Statistical analysis of morphology

Ancther way to handle morphdogicd phenomena is to make use of the corpus. By comparing
sub strings of words, it is passgble to hypahesise both stem and suffixes. This methodwas used
by Kay and Roscheisen for their method of sentence alignment [Kay, 1993 and by Gale and
Church in word-alignment [Gale, 1991]].

Kay and Rdscheisen looked for evidence that both stem and suffix exist. Consider for example
the word wanting and suppase the posshility is considered to brea the word before the fifth
charader 'i*. For this to be desirable, there must be other words in the text, such as wants and
wanted that share the first four charaders. Conversely, there must be more words ending with
the last three charaders: 'ing. This method is not very acarate and overlooks morphdogicd
phenomena like changesin syll ables and vowels.

Gale and Church hypahesise that two words are morphdogicdly related if they share the first
five charaders. They cheded this hypaheses by cheding if the word is significantly often
used in sentences that are aligned with the trandlation of the possbly morphdogicd related
word. More recent work is dore by Croft and Xu [Croft, 1995.

3.3.3 Discusson

The statisticd approach is more independent of the languege than the knowledge based
approach. However, because morphdogicd phenomena are well understood, not much reseacch
has been made into statistica analysis of morphdogy. If morphdogicd analysisis goingto be
used in the analysis of hilingual corpora, the knowledge-based method is preferred to the
statisticd based method

Morphdogicd anaysis is often used for document retrieval purposes. In Twenty-One a fuzzy
matching method is proposed in favour of morphdogicd analysis. Fuzzy matching is a third
option that could be considered to analyse the bili ngual corpus.

3.4 Sentencealignment in a bilingual cor pus

Ancther useful first step in the study of bilingual corpora is the sentence alignment task. The
objediveisto identify corresponcences between sentences in one language and sentences in the
other language of the bilingual corpus. Thistask is afirst step towards the more ambiti ous task
of findingwords which correspondto ead other.

There are several pulications abou sentence alignment. The approach of Kay and Rdscheisen
at Xerox [Kay, 1993 has a lexicd basis, which differs considerably from the sentence length
basis used in the approaches of Brown, Lai and Mercer at IBM [Brown, 1991 and Gale and
Church at AT&T [Gale, 1993.

3.4.1 Identifying wordsand sentences

Identifying sentences is nat as easy as it might appea. It would be easy if periods always were
used to mark sentence boundaries, but unfortunately many periods have other purposes. They
may appea for example in numericd expresgons and abbreviations. A simple set of heuristics
can be used to identify sentence boundxries (see paragraph 6.2). For some languages like
Chinese even the identification of words is not a trivial task, becaise written Chinese consists
of acharader stream with no spaceseperators between words [Wu, 1995.

12
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3.4.2 Alignment of sentences based on lexical items

This method for aligning sentences rests on being able to identify one-to-one associations
between certain words, natably technicd terms and proper names. The method makes an initial
guess of the most probable alignment of the sentences of both texts of the corpus using a
Gausdan distribution. It pairs the first and last sentences of the two texts with a small number
of sentences from the beginning and end of the other text. The closer a sentenceisto the midde
of the text, the larger the set of sentences in the other text that are possble correspondences for
it. The next step is to hypahesise a set of words that are assumed to correspond based on the
simil ariti es between their distributions in the two texts. With this hypaheses a new guesscan
be made of the ali gnments of the sentences. The method convergesin about four of these steps.

Gale and Church tested their method on two pairs of articles form Scientific American and their
German trandations in Spektrum der Wissenschaft. They claim their method aligns 99.7% of
the sentences corred, covering 96% of the sentences. The 4% that is not covered are mostly due
to German subheadings not appeaingin the English version. As a secndary result, the method
produces a set of aligned words (technicd terms and proper names) of which more than 95% is
corred, and even more may be useful for information retrieval purposes. Aligning words,
however, was nat the primary interest of the authors. Aligning 469 Endlish to 462 German
sentences took the method about 3.5 minutes of processngtime. The computational complexity
of the algorithm is boundby O(nvh), with n the number of sentences[Kay, 1993.

3.4.3 Alignment of sentences based on sentencelength

This method for aligning sentences is based on a very simple statisticd model of charader or
word lengths of sentences and paragraphs. The methodis a two-step process First paragraphs
are aligned, and next sentences within ead paragraph. The model makes use of the fad that
longer sentences in one languege tend to be transated into longer sentences in the other
language, and shorter sentences tend to be trandated into shorter sentences. A probabili stic
score is assgned to ead pair of propased sentence pairs, based on the ratio of lengths of the
two sentences and the variance of this ratio.

An evaluation was performed based on atrilingual corpus of fifteen econamic reports issued by
the Union Bank of Switzerland in Endlish, French and German. The corpus covers 725
sentences in English and a correspondng number of sentences in the other two languages. The
method corredly aligned all but 4.2% of the sentences. However, by seleding the best scoring
80% of the alignments, the error rate is reduced form 4.2% to 0.7%. At IBM aigning nealy 3
million pairs of sentences from Hansard materials took 10 days of runnng time. The
computational complexity of the algorithm is boundby O(n), with n the number of sentences
[Gale, 1993.

3.4.4 Discusson

Both described methods are fairly language independent and both methods are able to produce
corred aligned sentences.

The lexicd approac is, compared to the sentence length approach, more elegant and more
robust as it aligns ailmost all sentences corred. As aresult of it's method the lexicd approach
also produces trandations of technicd terms and proper names. This may make the credion of
the dictionary an easier job. However, ead word only can have one passhle trandation
(ambiguows words are nat spotted) and one word canna generate more words in the target

languege.

The sentence length approach is a much simpler and faster method than the lexicd approach.
By skipping alignments with a low probabili stic score, the method produces aligned sentences

13
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that are almost as acairate as the more complicated lexicd approach. The sentence length
approach has the additi onal advantage that it's very well documented.

In later pulicaions like [Chen, 1993 and [Wu, 1995 bath methods are integrated to gain the
robustnessfrom the lexicd approach and the performance of the sentencelength approach.

3.5 Basicword alignment in a bilingual corpus

Now that the sentences in the corpus are identified and aligned, a probabili stic dictionary can
be generated by aligning the words also. The ideaof an alignment between a pair of strings was
introduced by [Brown, 1997. Again, the same reseach centra as mentioned above have made
advances in the word-alignment problem. This time [Brown, 1993 at IBM show a different
approach from the approach taken by [Gale, 1997 at AT&T. First in this paragraph, three
different types of alignment will be distinguished. Then, different agorithms for finding the
most probable alignment will be described. Finaly the successes of both approaches are
discussed.

3.5.1 Alignments

If word correspondences have to be foundin sentences, a alignment model has to describe how
source language words can be translated into target language words. First it is dedded which
type of alignment is allowed. After that it must be dedded which parameters describe the
probability of an alignment.

Unlike the alignment of sentences, with the alignment of words order constraints need not to be
preserved and crossng dependencies are permitted (a niceman — un homre gentil). Different
alignment models can be chosen, determining which type of alignment are allowed. The most
simple model allows one to one aswociations. This model canna acourt for the trand ation of
most sentences. This may, however, not be necessary for compiling a smple dictionary. In a
genera alignment n words can be conneded to m words of the other language. The following
four types are distinguished by [Brown, 1993.

1. aignment with independent source and target language words,
2. dignment with independent source language words,

3. dignment with independent target language words,

4. agenera alignment.

The strugde aganst poverty isthe shared resporsibility of all courtries

[ [/ /77 | A\

De strijd tegen armoede is de gededde verantwoordelij kheid van alle landen

Figure 5.1, alignment with independent Dutch and English words
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Health anddevdopment are intimately interconneded

J 1oL 1T AN

Gezondreid en ontwikkding staannauw met elkaar in verband

Figure 5.2, alignment with independent Engli sh words

This chapter focuses on sustainahle patterns of consumption

LN N

Dit hoddstuk beschrijft duurzame consumptiepatronen

Figure 5.3, alignment with independent Dutch words

The aignment model used by [Gale, 1997 is a model of type 1. This simple model uses only
translation parameters for ead possble pair of a target language and source language word.
The model used by [Brown, 199 is of type 2. The model is quite complicaed, describing for
example parameters for fertiliti es of a source language word, and parameters for positions in
the sentences.

3.5.2 Algorithms

The parameters of the models like the ones mentioned above have to be estimated using the
parale corpus. A useful dictionary may need several ten thousands of entries, leaving 100
milli on parameters to be estimated. The very large number of parameters causes many
problems. It may nolonger be passble to compute every parameter in the model and it may not
be passble to hold a copy of every parameter in memory.

Again two very different approaches can be taken. The first approach is cdled hypothesis
testing. It hypahesises some alignments in the corpus and removes al the alignments it
probably acourts for from the corpus. Then other hypahesis can be made. The second
approadh is cdled fitting models technique or simply estimating. It estimates the parameters of
the model several times. Each new estimation must be more probable then the former.

hypothesis testing

The first approach was taken by [Gale, 199]]. A x2-like statistic was used to dedde which
words are most likely to correspond At some stages in the process more and more sentences of
the corpus are used to suggest possbly interesting pairs. Because of this progressve degpening
strategy it isnat necessary to hold a copy of every parameter in memory.

estimating

The semnd approach was taken by [Brown, 1997. They used a maximum likelihood method
cdled the Expedation Maximisation (EM-)agorithm. Ead iteration of the EM-algorithm
involves two steps. The first step is the expedation step. The second step is the maximisation
step. These two steps are repeaed several times until the state of parameters of the model donit
change significantly. Sparse matrix structures were implemented to reduce the number of
parametersin memory. Still their approach needs alot of memory.
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3.5.3 Reaults

With the hypahesis testing approach Gale et a. were able to find 6,419 trandlation pairs from
220,000 parall el sentences of the Hansard corpus. Based on a sample of 1,000 pairs, abou 98%
of the seleded pairs of words were trangations. With hypahesis on morphdogy described
abowe they were able to find 7,047 additional translation pairs with acaracy of 98%. They
sugeested corresporances for abou 60% of the words in the corpus, but probably a much
small er percentage of the number of diff erent words.

With the estimating approach Brown et a. were able to align 1,778620 parallel sentences of
the Hansard corpus. For every word (42,005 different Engish words and 58,016 different
French words) in the corpus atrandationis found The ambiti ous objedive of Brown et . isto
develope a statisticd MT system. Their results are redly inspiring as the algorithm finds for
example (marquées d'un asterisque | starred) and (ne...pas| nat) [Brown, 1993. In an ealier
version of their system they trained the parameters on 40,000 pairs of sentences. On 73 new
French sentences from elsewhere in the Hansards they were able to trandate 48% to corred
English [Brown, 199Q.

3.5.4 Discusson

Compared to the estimating approad, the hypahesis testing approad, has the advantage that it
is avery simple algorithm. It does nat consider all possble translations and will therefore need
less processng time and memory. On ead hypahesis the probability a wrong asaumption is
made can be made as small as nesecay. However, here lies the big problem of this approach.
If we make the probability of accepting a false translation too small, the algorithm will reged
amost all hypahesises. If we make the probability too big the agorithm will ‘collaps’ by its
own mistakes. Suppase we chocse the probability of acceting a false trandation to be 1%.
Then we shoud exped to find on every 100 trandations 1 false trandation. Becaise the
algorithm removes translation pairs from the corpus once a correlation between them is clealy
establi shed, the corpus will become noisier at every iteration. At some stage in the process the
corpus will betooimpowverished to find any corred tranglation.

The estimating approach does not have this problem. The algorithm used at IBM is able to find
tranglation pairs that a hypahesis test overlooks. In this paper we will take the estimating
approadh, because it is more robust and because it is able to align al words with its most
probable tranglation.

3.6 Recet research on statistical translation

Basic reseach at IBM and AT& T described in the previous paragraph inspired alot of research
centra to use statisticd methods for madhine trandlation also. In this paragraph we will look at
some approaches

3.6.1 Statistical trandglation using a human dictionary

Research into the automatic analysis of machine readable human dictionaries was initiated by
Judith Klavans and Evelyne Tzoukermann [Klavans, 199Q 19995. They used both a parall €
corpus and a human dictionary to build a bilingual lexicd database cdled the BICORD
(Bilingual Corpus-based Dictionary) system. The lexicd database consists of the trandation
and contexts arealy present in the human dictionary, together with frequency courts, new
tranglations and new contexts from the parall el corpus.
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The BICORD system can be used in two complementary ways: to enhance machine readable
dictionaries with statisticd data and, conversely, to enhance a statisticd translation system with
data from the human dictionary. Statisticd techniques for finding word corresponcences not
included in the human dictionary simple count and hypahesis testing techniques are used,
rather than estimation techniques based on complex translation models. Human dictionaries
were used for Engdlish to Japanese translations by Utsuro et a. [Utsuro, 1994.

3.6.2 Statisical translation usingaMT lexicon

At Toshiba in Japan, Akria Kumano and Hideki Hirakawa [Kumano, 1994 genereted a MT
dictionary from parallel Japanese and Endlish texts. The method proposed utili zes linguistic
information in a existing MT bilingual dictionary as well as statisticd information, namely
word frequency, to estimate the English trandation. Over 70% acarate translations for
compoundnoundare obtained as the first candidate from about 300 sentences Japanese/English
parale texts containing severe distortions in sentence lengths. The acaracy of the first
translation candidates for unknown words, which canna be obtained by the linguistic methodis
over 50%.

3.6.3 Finding noun phrase corre spondances

In this algorithm nounphrase candidates are extraded from tagged parall el texts using a noun
phrase recmgriser. The correspondences of these nounphrases are cdculated based on the EM
algorithm. A sample of the Hansards comprising 2,600 aligned sentences was used to estimate
the parameters. 4,900 distinct English noun phrases and distinct 5,100 French noun phrases
were extraded. Accuracy of around 90% has been attained for the 100 highest ranking
correspondences Evaluation has not been completed for the remaining correspondances
[Kupieg 1993.

Van der Eijk [v/d Eijk, 1993 uses a similar approach. His work differs as he uses the
hypahesis testing approach instead of the estimating approadch. His evaluation shows 68%
acarracy. Probably, the lower acarracy is due in part to the fad that van der Eijk evaluated all
trandations produced by his program, while Kupiec only evaluated the top 2%. Both programs
partially align ead sentencewith a general alignment model.

3.6.4 Trandation of coll ocations

Frank Smadja developed a system cdled Champilli on that identifies coll ocations in the source
text and matches these coll ocdions on the target text. This also includes flexible coll ocaions
that involve words separated by an arbitrary number of other words. A correlation measure
cdled the Dice coefficient was used to measure the probability of a correspondance between
the collocaion and some sequence of target languege word. Champilli on uses a heuristic
filtering stage in which to reduce the number of candidate trandlations. Testing Champilli on on
threeyeas worth of the Hansards corpus yielded the French trandations of 300 coll ocaions for
eat yea. Abou 73% of the trandations was reported to be acarate [Smadja, 1999. The
program partially aligns sentences with a general alignment.

3.7 Discusson

In paragraph 3.2 we introduced the unknowvn probability measure P that assgns a probability
P(E|D) to be interpreted as the probability that a trandator will produce the sentence E in the
target language when presented with the sentence D in the source language. If we observe alot
of sentences, we might be able to lean something abou P. We have seen that simple but
eff edive procedures are designed to align a bilingual corpus onthe sentencelevel. In the rest of
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this paper we will assume that our bilingual corpus is indeed aligned at the sentence level.
Therefore we are able to observe pairs of sentencesthat are ead otherstrandation.

To define the probability measure P we first have assgn ead observation to an equivalence
class Morphdogicd anaysis may be a usefull tod. It gives the process of constructing a
dictionary the posshility to find statisticad regularities that a full word based approach must
overlook

After we have defined the equivalence classes we have to construct a model of the tranglation
problem. An important question is the type of word-alignment that is all owed.

Finally we have to construct an algorithm that is able assgn probability values to pairs of
words. Two different approaches can be taken: the hypahesis testing approach and the
estimating approach. In this paper we will take the estimating approad, because it is more
robust and because it is able to allign all words with its most probable trandation.
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Chapter 4

Definition of equivalenceclasses

Using the experience of previous reseach on the topic, we have dedded to take the parameter
estimation approach insteal of the hypothesis testing approadh. In this chapter will examine the
first step of the three basic steps mentioned in paragraph 3.2 more thorougHy: We will define
the equivalence classs. After that will introduce a convenient way to display the data using the
equivalenceclasss.

4.1 Introduction

In this paragraph we are going to make the first step of the credion of a probabili stic dictionary.
A probabili stic Engli sh-to-Dutch dictionary will have English entries and for ead entry alist of
possble trandations, just like an ordinary human dictionary. For ead possble trandation
however, a probabilistic dictionary will aso give a measure of the probability of that
trandation.

sustainabe
duuzame 0.80
duuzaam 0.20

Figure 4.1, an example entry of a probahili stic dictionary

From the example entry of figure 4.1 we know that there are two posshble Dutch trandations of
the English word sustainale. If we have to translate sustainahility 10 times, then we shoud
exped that it is translated 8 times to duuzame and 2 times to duuzaam. To built this
dictionary we have to find tranglation pairs of English-Dutch words (E,D) and ead pair will be
assgned a probability P(D|E). To define P we have to take 3 basic steps (see paragraph 3.2):
defining equivalence classes, defining a translation model and defining a statisticd estimator
and estimating procedure for P. In this chapter we are going to look at the first step: Defining
the equivalence classes.

4.2 Equivalenceclasses

The problem of modelli ng the translation of sentences is very much like problems in medicine
and socia sciences. In much of these studies a popuation of people is caegorised in for
example, whether a smoker or not, and different types of cancer. Frequently the physician
colleding such data is interested in the relationships or assciations between pairs of such
caegoricd data.
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We will do something like that in this paragraph. Suppae we want to study the bili ngual corpus
of figure 4.2 that consists of nine pairs of English and Dutch sentences which are eat others
tranglation. We assume that the corpus consist of randamly drawn samples of English-Dutch
trandlations.

ik at | ate
jij wacht you wait
hij kan he can
ik wacht | wait
jij kunt you can
hij at he ate
ik kan | can
jij at you ate
hij wacht He waits

Figure 4.2, An example corpus

Just like the physician has to diagnose the condtion of the patient he examines ("what type of
cance does this patient have?'), we have to asdgn an equivalence class to every word we
observe. If we perform some sort of morphdogicd analysis we might assgn the words wait and
waits to the same equivalence class Between words that fall into the same equivalence class
exists an equivalencerelation, i.e. the words share a certain property. In our example the words
wait and waits share the same meaning. Often instead of talking about equivalence classs, we
just talk about categories.

We will asaume that every different word is assgned to a separate equivalence class so for
example morphdogicd related words like wait and waits are treaed as two (entirely) different
words. We will however nat make case-distinction of letters. So, for example the words he and
He are assgned to the same equivalence class which we will dencte by he. There are seven
different English words and aso seven different Dutch words. We will define two sample
spaces Qg and Qp to be

Qg ={l, you, he, ate, wait, waits, can}
Qp ={ik, jij, hij, at, wacht, kan, kunt} Q)

Together with these sample spaces we define two probability functions P(E,) and P(D,) on the
two sample spaces Qg and Qp. The events E, and D, are respedively the kth English and Dutch
words from the sentences E = {E;, E,,... Fj} andD = {D;, D,,...D;} . However, we are nat that
interested in the observation of words in just the separate languages. Let us look again at the
physician. The patient who's condtion he has arealy diagnosed is asked if he or she is a
smoker or not. Because the physician is interested in relations between types of cancer and the
habit of smoking, he or she has to doule the number of equivalence classes to ("cancer type 1

and asmoker", "cancer type 1 and nat a smoker", "cancer type 2 and a smoker", etc.).

To model the corpus of figure 4.2, we will now form atotal number of 7 x 7 = 49 equivaence
classes, eat class containing a possble Engish- Dutch trandation. The colledion of
equivaence classes can be seen as a new sample spaceQ on which the joint measure P(E,,D,)
of pairs (E,,D,) is defined. On this sample spaceP(E,) and P(D,) are the margina probability
distributions. The final goal is to estimate the 49 possble values p; of the joint probability
measure P(E,,D,).
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4.3 Classdefinition problems

Splitting up a words in a text into equivalence classs or tokens is not as simple as it might
seam at first glance To get a flavour of what is meant we will distinct some of the problems
that may arise together with some examples [Krenn, 1999.

4.3.1 periods

Like said before in chapter 3, sentence boundiries are not obvious. Periods sometimes can be
part of tokens. Periods might for example be part of abbreviations, date, ordinas or
enumerations. On the other hand sentence boundxries are sometimes marked by for example
question marks or explanation marks.

4.3.2 hyphensand dashes

Dashes might be token internal (for example to bresk up a word in two parts at the end of a
line) or used as purctuation (for example: ..will contain 16 processor - twice as marny as...).
The distinction seans to be easy, but what to do with compound like for example above-
mentioned or something what is often used in Dutch, for example laag, middelhoog en hoog
radioactief?(i.e. "low- semihigh- andhigh-radio active"). Hyphens also appea in cliti cs such as
in French verb subjed inversions, for example a-t-il (i.e. "has-t-he")

Standard solutions are not avail able and in most systems not much time is spend on defining the
equivalence classs. Often there is a pre-processng stage in which some heuristic procedure
replaces most common cliti cs and 'strange’ compounds (like the Dutch example) by their full
separate words.

4.3.3 abbreviationsand acronyms

Acronyms are abbreviations that function as names or have beame names. Abbreviations and
aaonyms appea in different shapes. Capital letters only like UN (i.e. United Nations),
lowercase with periodslikei.e. (inter alia), or even mixed like Ges.m.b.H. (i.e. Gesell schaft mit
beschrankter Haftung). It is often hard to distinguish aconyms from ordinary words in capita
letters as often appeas in headlines. On the other hand it is often hard to distinguish the periods
in aconyms and abbreviations from sentence ends. Often a pre-processng stage is used to
replaceabbreviations and/or aconyms by their full words.

4.3.4 apostrophes

There is a number of words occurring with a singe qude, such as can't, father's or agendds
(i.e. Dutch for agendas). Sometimes the word can obviously be rewritten in two single words,
like can't can be rewritten as can nat (Note that can not also can be written like a compound
cannd). Sometime it has to be treaed as a singe word, like the Dutch agendds) Sometimes it
is only clea from context what is meant (e.g. father's gore vs. father's car, with the former a
shorthand for the verb is and the latter a morphdogicd marker for case genitive). Again simple
'find and replace heuristics are often used in a pre-procesgng stage to resolve from shorthands.

435 diacritics

In many languages other than English, diaaitics are aintegral part of the spelling of words. In
Dutch diaaitics can be used as part of the officia spelling, like officiéle (i.e. official).
Diagaitics can also used to denate as a stressmark, like voor hem or voor hém (i.e. in front of
him vs. for him!) which is not part of the spelling of a word, but may be used if the text would
be confusing otherwise. It is hard to distinguish between both uses of diaaritics.
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4.4  Contingency tables

We are now able to assgn ead observationin our example corpus to one of the 49 equivalence
classs. Often these data are displayed in a table cdled a contingency table. Looking at the
contingency table, ead row i isalist of possble Dutch translations of the Engli sh word of that
row, and ead column j is alist of posgble English translations of the Dutch word of that
column. The contingency table is a representation that is very close to the dictionary we are
goingto build. The diff erence between the contingency table and the dictionary we are going to
construct is that the contingency table contains frequency courts. The dictionary contains
probabilities (and may therefore be cdled a probability table). The process of deriving
probabiliti es from frequency countsis cdl ed estimating.

ik jij hij at wacht | kan kunt
| Ny, Ny, .. .. .. .. n;; n,
you| Ny : Ny,
he : : N,
ate : : n,
wait : : Ns,
waits : : Ng,
can Nyq .. .. .. .. .. Ny7 n;
Ny N, N3 Ny Ns Ne ny n=N

Table 4.3, An example contingency table

Table 4.3 represents the general form of a contingency table using the equivalence classes
defined in the previous paragraph. Here a sample of N observationsis clasdfied with resped to
two qualitative variables E; and D;. The observed frequency or court in the ith category of the
row variable E; and the jth category of the column variable D, that is the frequency of the ijth
cel of the table, is represented by n;. The total number of observations in the ith category of
the row variable E is denoted by n; -and the total number of observations in the jth category of
the column variable D is denoted by n; These are known as marginal totals. In terms of the cell
frequencies n; the marginal totals are given by

o= 0, =20
@

The total number of observations in the sample is denoted by nzpr simply by N. The notation of
the marginal totals is known as dat notation, the dots indicating summation over particular
subscripts [Everitt, 1999.

4.4.1 Dividing the observationswith '‘complete data'

Suppase our corpus exists of N = 18 observations of pairs of words which are ead other
translation; so, suppase we already know from the observation (you can, jij kunt) that "jij" isa
translation of "you" and "kunt" is a translation of "can". The data are said to be complete. We
can display the observations made in the following contingency table (for convenience, the
cdls are reordered and only the rows and columns with total s other than O are displayed).
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i kunt hij ... at
you 1 0 - - 1
can 0 1 - - 1
he ... - - - - 0..
waits - - - - 0
1 1 0..0 2

Table 4.4, Complete observation of (you can, jij kunt)

We can now place eat of the 18 observations in a table and 'add all these tables to fill
contingency table 4.3. The fill ed contingency table 4.3 after observing the corpus of figure 4.2
isdisplayed in table 4.5. The empty cdlsin table 4.5 have the value n; = 0.

ik jij hij at wacht | kan kunt

| 3 3

you 3 3

he 3 3

ate 3 3

wait 2 2

waits 1 1

can 2 1 3
3 3 3 3 3 2 1 18

Table 4.5, An example contingency table after 18 complete observations

We have not yet determined how ead observation is related to the equivalence classs, so we
canna estimate the parameters p;. If we however suppase that the maximum likelihoodoccurs
when p; = ny/N, then it is possble to estimate the parameters using the maximum likelihood
method For example the joint and marginal probabiliti es can be estimated as

P(can, kurt) = 1/, =0,0556

P(can) = P(can, ik) + P(can, jij) + P(can, hij) + ...+ P(can, kurt) = 3/,5= 0,167 (3)
And the condtional probabilit y:

P(kunt | can) = P(kunt, can) / P(can) = 0055§ ;5= 0.333 (4)

4.4.2 Dividing the observationswith 'incomplete data’

Now, suppase our corpus consists of N = 9 observations of sentences which are ead others
trandation; so, we do not know from the observation (you can, jij kunt) that "jij" isatrangation
of "you"' and "kunt" is a trandation of "can". This assumption is more redistic than the one
made in the previous paragraph and the data are said to be incomplete. If we try again to fill a
table like table 4.4 we can only fill the marginal totals n; and ny; The courts ny; are unknown.

iij kunt hij ... at
you ? ? - - 1
can ? ? - - 1
he.... - - - - 0..
waits - - - - 0
1 1 0..0 2

Table 4.6, Incomplete observation of (you can, jij kunt)
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Given the marginal totals n; ;and ngand probability parameters pj; it is possble to compute the
expeded values of the courts ny, i.e. E(ny | njzng p;). 1t seems we have a serious problem
here. Withou the proper division of the observations over the equivalence classes we cannat
estimate the probability parameters. Withou the parameters we cannat properly divide the
observation over the equivalence classs. If we have no knowledge whatsoever of p; (so
knowledge of the languages we are modelli ng), the best thing to do seams to divide the courts
for the observation (you can, jij kunt) equally amongthe n; céls.

Note that even thoughthe possble values of the unknovn n; are O or 1, it is possble that the
expeded value is a value somewhere in the interval [0,1]. If we for example tossa coin three
times the expeded number of healsis 1.5, even thoughthis event canna happen inred life.

jij kunt hij ... at
you 0.5 0.5 - - 1
can 0.5 0.5 - - 1
he.... - - - - 0..
waits - - - - 0
1 1 0..0 2

Table 4.7, Expeded complete observation of (you can, jij kunt) with no prior knowledge

We can again placeead of the 9 observations in a contingency table and 'add all the tables to
fill contingency table 4.3. Then, the fill ed contingency table 4.3 after observing the corpus of
figure 4.2 asauming incomplete datais displayed in table 4.7. Again, the empty cdlsin thetable
have the value n;; = 0.

ik jij hij at wacht | kan kunt

| 15 0.5 0.5 0.5 3

you 15 0.5 0.5 0.5 3

he 15 0.5 0.5 0.5 3

ate 0.5 0.5 0.5 15 3

wait 0.5 0.5 1 2

waits 0.5 0.5 1

can 0.5 0.5 0.5 1 0.5 3
3 3 3 3 3 2 1 18

Table 4.8, The contingency table after 9 incomplete observations

The marginal totals are the same as the ones in table 4.5. Again, It is passble to estimate the
probabiliti es p; of the trandations from this table. This estimate will not be the maximum
likelihoodestimate, because we have distributed the observations of the phrases equally among
the posgble trandations.

Actualy, if we are deding with incomplete data, no analyticd solution is known for
determining the maximum likelihood estimate. We can however use the estimation of p; from
table 4.8 to fill a second contingency table. If we now are observing (you can, jij kunt) we can
distribute this observation anongthe n; cédls, using the estimations of p; from table 4.8. If we
are taking several of these steps, the state of the contingency table will converge to a state in
which it does nat change significantly anymore. Thisis cdl ed the EM-algorithm and is defined
in chapter 6.
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Chapter 5

Thetrandation model

In this chapter will examine the seaond step of the threebasic steps mentioned in paragraph 3.2
more thorougHy. We have defined equivalence classes in the previous chapter, but we have not
yet determined how to model ead observation, and therefore we have not yet determined the
definition of the probability distribution P(E,D) with E an Engdlish sentence and D a Dutch
sentence

5.1 Introduction

Probabili stic models provide atheoreticd abstradion of language. They are designed to capture
the more important aspeds of language and ignare the lessimportant ones. The term model
refers to some theory or conceptual framework about the observations that are made of the
languages. Each model will contain parameters that represent the effeds that particular
variables or combinations of variables have in determining the values taken by the observations.

5.2 Information Theoretic approach

Shannoris theory of communication [Shannon 194§, aso known as Information Theory was
originaly developed at AT&T Bell Laboratories to model communicaion aong a noisy
channel such as a telephore line. Shannon was interested in the problem of maximising the
amount of information that can be transmitted over a telephore line. The noisy channel
paradigm can be applied to many linguistic problems, like for instance spelli ng corredion, part-
of-speed tagging of words and speed recognition.

It requires a bit more squeeing and twisting to fit the translation of phrases into the noisy
channel architedure. To trandate for example from Dutch to English, one imagines the noisy
channel to be atransator who has though up what he or she wants to say in English and then
translates into Dutch before acually sayingit.

Imagine we have an English sentence E. For example E = (I, wait). Suppase E is presented at
the input to the noisy channel and for some crazy reason, it appeas at the output of the channel
as aDutch sentenceD. Our jobisto determine E given D.

E — Noisy Channel - D 1)
The most probable English sentence E given the Dutch sentence D is given by

é:wg?axP(ERDIE) )

The probability measure P(E) is the prior probability. It isthe probabilit y that the translator will
tranglate the English sentence E. P(E) is a measure of what is likely to happen, and what is not
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likely to happen. In a nowel the sentence E = (I, love, you) is likely to happen. In a Master's
thesis, however, we shoud hot exped to find that sentence We can look at P(E) as a'grammar’
that gives arelatively high probability to Engli sh sentences that are well formed and arelatively
low probability to sentences that areill formed. The distribution P(D|E) can be looked uponas
a Engish to Dutch dictionary (one that has information about al posshle sentences D and E)
that gives arelatively high probability to sentences that are ead others translation.

Both probability distributions P(E) and P(D|E) are unknavn and enormously complex. In this
chapter we will define amodel of the probability distributions P(E) and P(D|E) which we will
cdl our translation model.

5.3 Theprior probability: modelling sentences

Suppase that an Engdlish sentence E of length | is defined by alist of | English words so E =
(E4, E,,..., ). Then we can replace P(E) by an model in which the probability of a sentence
depends only on the probabilities of the separate words. This modd is an abstradion or
approximation of redity. However, within the model probabiliti es are exadly defined (and no
approximations).

P(E) = P(Ey) P(Ey) ... P(E) (3)

Becaise we do not use any sequence information or pasition information we can aso use the
well known multinomial distribution. Let the variable r be the number of equivalence classes,
which we had defined in the previous chapter as the number of different English words. Using
these equivalence classes we can define a randam variables vedor N = (Ng, No,..., N;) of the
sentence (E;, E,,..., E) in which N,; is the number of times the ith word of the sample spaceQg
appeas in E. A sentence defined by N abstrads away from the pasition of the words and the
sequence of the words. We look at a sentence as a colledion of words, the order is not
important. Suppase for example E = (1, wait) and Qg = {I, you, he, ate, wait, waits, can} then
N=(1,0,0,0, 1,0, 0). The multinomia approximation of the prior probability P(N) is given
by
[ r

pipe..p*, n=01..l, ¥n =I )

P(N=n,...,.N.=n)=——
(Ni=ny =N n!n,l..n! =

The variables p;...p, are the unknovn parameters of the distribution. Actually the model
presented in this paragraphis a very simple model. It isafirst order model, so we do not look at
context. More complex models can be used like for instance a bigram model which was used at
IBM [Brown, 1993.

5.4 Thechannel probability: modelling translations

Suppce that the English sentence E is defined as a list of | Endlish words and the Dutch
sentence D is defined by alist of | Dutch words. So E = (E;, Es,...,E) and D = (D4, Ds,..., D).
Then we can replaceP(D|E) by a approximation in which ead translated Dutch word depends
only on one English word.

P(DIE) = P(D4|Ey) P(D,IE,) ... P(DI|E,) ©)
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55 Drawinga paralle corpus

We have defined a translation model by defining approximations of the unknavn probability
distributions P(E) and P(D|E). By defining the approximations we have made various
assimptions about how the parallel corpus 'was creaed' or how the paral el corpus ‘came about'.
Suppase the corpus was creded like a lottery drawing and suppase the drawing takes placeas
defined by equations (3) and (5). We could describe our model by drawing diff erent littl e ball s
from different urns. Each ball has his own probability that it is drawn from the urn. Drawing
onre parall el sentencetakes five different steps:

1. The lottery mister or miss draws a ball from the urn containing 'sentencellength balls
determining which length | the sentences will be. The ball is drawn with probability P(1).

2. The lottery mister or miss draws a bal from the urn containing 'English-word balls
determining what the first Engli sh word will be. The ball is drawn with probability P(E;).

3. Thelottery mister or missdraws a ball from the urn containing 'Dutch-word-if-the-Engli sh-
word-was-E; balls' determining what the first Dutch word will be. The ball is drawn with
probability P(D,|E;). Thereisadifferent urn for eat English word E;.

4. Step 2 and 3 arerepeded for eat next pair of English-Dutch words, | timesin total.

5. Finaly the words of the Dutch sentence are shuffled, so the sequence of Engli sh words may
differ from the sequence of its Dutch trandlations.

Combining equations (3) and (5) we can define the joint probability distribution Pg_ p(E,D)
which is defined as the probability of drawing one parallel sentence if we are tranglating from
English to Dutch.

Pe_o(E D) =P()[]P(E)AD|E) ©
1=1 6

5.6 Symmetry of the model

If we are able to find the most probable Engdlish trangation E knowing the Dutch sentence D,
we could of course make a similar model the other way around However, the model we defined
in this chapter has a spedal property. Because both P(E) and P(D|E) are approximated by a
first order model (that is, they both depend only on the probability of the separate words), they
arerelated by P(E,D) = P(E)P(D|E). Therefore we can rewrite equation (6) as
|
PEHD(E!D)zpDHE(EvD):I_lp(Ei!Di) (7)
1=1
In other words, it makes no difference if we are trandlating from English to Dutch or from
Dutch to English. Either way we end up with the same translation model.

Again, we can define a 'multinomial like' model. Let the variable ¢ be the number of different
Dutch words. Let M = (M;; | 1<i<r,1<] <c) beastochastic matrix defined so that Mj; is the
number of times the ith word of Qg istranslated to the jth words of Qp in the pair of sentences
(E,D) Suppcee for example E = (I, wait) and Qg = {I, you, he, ate, wait, waits, can} and D =
(ik, wacht) and Qp = {ik, jij, hij, at, wacht, kan, kunt} then
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The variables py;...pc &e the unknovn parameters of the distribution. The matrix M is the

contingency table after observing the sentence pair (E,D) with complete data (see paragraph

4.4.1, table 4.4). In chapter 4 we saw that, depending on our knowledge of the language (that is

our knowledge abou the parameters py ;...p,c) We can build a number of contingency tables. Not

every table is as likely as the other. The probability that a contingency table M refleds what
adually happened is given by equation (8).

Again, we can creae a paralel corpus like a lottery drawing defined by equations (7) or (8).
We could describe our model by drawing different little balls from only two different urns.
Each ball has his own probability that it is drawn from the urn. Drawing one parall el sentence
takes five diff erent steps:

1. The lottery mister or miss draws a ball from the urn containing 'sentence-length balls
determining which length | the sentences will be. The ball is drawn with probability P(1).

2. The lottery mister or miss draws a ball from the second urn containing 'Engli sh-Dutch-
trandation balls' determining what the first English and Dutch word will be. The bal is
drawn with probability P(E;, D).

4. Step 2isrepeded for ead next pair of English-Dutch words, | timesin total.

5. Finaly the words of the Dutch sentence are shuffled, so the sequence of Engli sh words may
differ from the sequence of its Dutch trandlations.

The probabiliti es that a certain parallel corpus comes up are the same for this procedure as for
the procedure the previous paragraph.

5.7 Discusson

In this chapter we have modell ed the enormously complex things that happen in the mind of an
author of an Engdlish text who trandates his own text to Dutch. We have reduced it to alottery
drawing, or -maybe worse- to anoisy channel. A shortcoming of the noisy channel architecture
is that it requires the statisticd models to ded diredly with Engish and Dutch sentences.
Clealy the probability distributions are immensely complicaied. On the other hand, in pradice
the statisticd models must be relatively simple in order that their parameters can be reliably
estimated from a manageable amourt of training data. However, reseach at IBM has shown
that surprisingly high trandation acaracy can be achieved in pradice using if the models P(E)
and P(D|E) are restricted to the modelli ng of locd linguistic phenomena.

The models P(E) and P(D|E) used at IBM are a bit more complex than the ones presented in
this chapter. However the model we defined suffices for the objedive of creaing the bili ngual
dictionary. If we try to estimate the joint probability P(E,D), we are able to cdculate channel
probabiliti es for bath Engdlish to Dutch and Dutch to English dictionaries. If we try to estimate
P(D|E) via P(E,D), we use more statisticd information than Brown et a. did. We might
therefore end up with a better estimation of P(D|E) and P(E|D).
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Chapter 6

MLE from incomplete data: The EM-algorithm

In this chapter we will take the last step to determine the unknown probability measure P(E,D):
defining a good statisticd estimator and estimation procedure. We will use Maximum
Likelihood Estimation (MLE). Subsequently we will introduce an algorithm for computing the
MLE from incomplete data. The agorithm is cdled Expedation Maximisation (EM-)
algorithm. Its corredness was proven in 1977 by Dempster, Laird and Rubin. This chapter is
based mainly ontheir article [Dempster, 1977.

6.1 Formal approachto MLE

The likelihood function L of S randam variables X(1), X@),...X©® is the joint probability
distribution P(X(®), X),... X(9), which is the probability of an experiment of taking S randam
samples from the probability distribution P(X). The probability distribution P(X(), X@),... X(9)
is known except for k unknown parameters ® = {py, po,..., P} - TO estimate the values of the
unknavn parameters we have to carry out the experiment and find redi sations x(, x(@),... x(9 of
the randam variables X, X@),... XS, If we fill in the redisations in the likelihood function L
then L may be considered as a function of the unknavn parameters @ = {p4, po,..., Pt - If the
likelihood function satisfies regularity condtions, the maximum-likelihood estimator is the
solution of equation (1)

dL(®) _,
do

In chapter 5 we defined equations (9) to be an approximation of the unknown translation
probabiliti es P(E,D). Remember that this approximation was given by

)

I !
P(Ny; =ny...N . =n,) :n—

I Hpi?ij =0l 1=

hato et A Gl i=1 j=1 )

in which the matrix N is a randam variable that consists of the frequency courts n; of the
(observed) trandations and | is the length of the bath the English and the Dutch sentence. Let
the randam variable X be the matrix N. Suppcse we cary out the experiment described above
by taken S randam samples from the probability distribution of equation (2). Then the
likelihoodfunction L is given by

Cc r C
n CIIC (3 = 9
[1e’  n?=0.1 19 =>>"n

c* =l j=1 i=1 j=1 (3)
and its maximum occurs when
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P = sr\j (4)
ZI (s)
s=1

6.2 Criticismon MLE

The MLE is not always a suitable estimator. The problem is the sparsenessof our data. While a
few words are common, the vast mgjority of words are very uncommon. Valid translations of
these words may very well be present in the corpus, but nat al of them adually as a trangation
pair. The probability of along English- Dutch sentence pair P(E,D) is computed by multi plying
the probabilities P(E;,D;) that the words are translations. Becaise the MLE asdgns zero
probability to unseen events, one word pair in the test sentence, that was previously unseen in
the training data, will give us bad (zero probability) estimates for the probability of valid
sentences.

The sparseness of lingustic data from corpora may cause problems if we are estimating
trandation probabiliti es P(E,D). Recently research is dore to statisticd estimators like Good
Turing estimation (see Appendix C for detail s) that assgn some probability to unseen events.
Still some questions remain.

1. will an information retrieval system benefit from the fad that unseen events may happen
with some probabilit y?

2. if so, how can the system choose the proper trandlation if it has a very low probability
(becauseit is unseen)?

If atrandation is unseen, the system will perform bad with particular queries, as the proper
translation canna be foundif it has zero probability. So the answer to question oneisyes.

If the approximation of the channel probability P(DI|E) alows unseen events to happen with
very low probability then the approximation of the prior probability P(E) has to make sure that,
if necessry, the unseen tranglation is chasen. Consider for example a native spedker of Dutch
wants to know something abou statistische automatische vertaling (that is, statisticd macine
translation) and the approximation of the channel probability gives high probabiliti es to
(statistische | statistical), (automatische | automatic) and (vertaling | translation) and a very
low probability to (automatische | machine) becaise it was unseen in the training data. Of
course the Endish word automatic is not the right trandation in this context. If the
approximation of the prior probability P(E) is a bigram approximation, then it will probably
asdgn very low probability to both (statistical, automatic) and (automatic, trandation). A
bigram approximation will probably asdgn relatively high probability to both (statistical,
machine) and (machine, trandlation), choasing statistical machine translation to be the proper
translation.

The sparseness of linguistic data from corpora may cause problems if we are estimating the
channel probabilities P(D|E). Estimators that assgn some probability to unseen events may
improve the translation system. However, we have to use a n-gram approximation of the prior
probability P(E) if we want to benefit from these estimators.

In this paper we will use simple MLE because

1. reseach in this paper is concentrated on the construction of the dictionaries P(D|E) and
P(D|E) and nat on the construction of language models P(E) and P(D),

2. the EM-agorithmis defined for MLE only and it is unknovn how the algorithm behaves if
other estimators are used.
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6.3 Complete datavs. incomplete data

In the previous chapter we assumed that we could observe pairs of words which are ead others
translation. However, we canna diredly know by observation of pairs of sentences which
words are ead others trandation. We asume that it is only known which sentences are eat
others translation. We refer to the observation of these sentences as incomplete observations.
The incomplete observation problem can be visualised with a contingency table of which the
marginal totals are known, but not the frequency courts of the cdlsitself (seechapter 4).

6.3.1 Déefinition of theincomplete data

The term incomplete data impli es the existence of two sample spaces = and W and a many-to-
one mapping from = to W. The observed data Y are a redisation from W. The correspondng X
in = is nat observed diredly, but only indiredly throughY. We refer to X as the compl ete data.
In our model the ohserved data or incomplete data Y = y is defined by

(nPi=12..r5=12....8 o §_¢&
= | , n_S = S =I(s) 5
{n¥]j=12...c,s=12...,} 2o = 2 (5)

The observed data Y consists of the frequency courts n, & of English words present in a
sentence s together with the frequency courts ny® of Dutch word present in the trangation of s.
The number of different Engish words is defined by r; the number of different Dutch words is
defined as c¢. The length of bath the Endlish and the Dutch sentenceis defined by (9. The total
number of sentences is denoted by S Note that the English and Dutch vocabulary consist of
respedively r and ¢ words with r and ¢ over thousand or ten thousand words. The mean

sentencelength I is about 20in the Agenda 21 corpus, so aimost a of the courts n; /) and n s
must be zero.

6.3.2 Déefinition of the complete data

The complete data X = x in our model are the frequency courts of the (unknown) trandationsin
ead sentence

X={n{i=12...,r;j=12...c;s=12...S} (6)

The complete data X is observed indiredly throughthe observed data Y by amappingY - Y(X)
In our model Y(X) is defined by.

n® =3

Y(X)= ‘
né]s) - ZI: I,]gs)

()

So given the courts of the unknown translations of words, we will also know which words were
present in the sentences. Of course, given which words are present in a sentence s we do not
know the trandlations. If we would the data would not be incompl ete.

Both the complete data probability distribution P(X) and the observed data probability
distribution P(Y) depend on the unknowvn parameters ® of our model.
@ = p;, i=1..rj=1..c (8

The unknown probabiliti es @ can be looked uponas the probabili stic dictionary we would like
to have. The total number of different wordsis defined by r for English and by ¢ for Dutch.
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6.4 Definition of the EM algorithm

The EM algorithm is direded at finding a value of ® which maximises the observed data
probability distribution P(Y), by making use of the complete data probability distribution P(X).
Given the incomplete data spedficaion P(Y) there are many possble complete data
spedficaions P(X) that will generate P(Y). Each iteration of the EM agorithm invalves two
steps which we cdl the expedation step (E-step) and the maximisation step (M-step). Suppcse
that ®®) denates the current value of ® and T® denctes the current value of T(X) after p
iterations of the algorithm. The function T(X) dencotes the complete data sufficient statistics (i.e.
aposshble small er representation of X so that noinformation of X islost).

E-step:  Estimate the compl ete data sufficient statistics t(X) by finding

™= ET00 1Y, o) ©)
M-step: Determine ®(P+1) as the solution of equation (10).
BT [®) = T (10

6.5 Implementation of the E-step

Following Dempster's definiti ons of the E-step and the M-step we can apply the EM agorithm
on our translation problem. First we will define the sufficient statistics T(X) of the complete
data X. After that we have to tadle the alignment problem to implement the E-step. Because
simple courting down all posshble combinations probably will take too much processng time,
we have to look into diff erent solutions.

6.5.1 Definition of the sufficient statistics

It is not necessary to keep track of every expeded value of n;(9. The total frequency courts ny;
after S observations are sufficient to estimate the parameters @ of our model. Therefore we
define the complete data sufficient statistics to be

s
T(X)={nIn :eri](s);i:]_..r;jzl..c} (11)

The data sufficient statistics T(X) can be displayed in a contingency table (see paragraph 6.2).
Now we can apply the E-step after p iterations as foll ows:

TO =En i o3, R B, oP) (12

Because the expedation of a sum is equal to the sum of the expedation, and becaise the
marginal totals of one sentence does nat influencethe trandlation of others, we can cdculate the
expedationfor ead sentence separately by

T = 3 O f, 2, 0)
i i Long, oy,

s=1 (13)
The sufficient statistic we defined is sufficient to cdculate the probabiliti es from the frequency
courts (which is, as we will seein paragraph 6.6, the M-step). However, T(X) is nat sufficient
to cdculate the E-step. We can only cdculate the E-step if we look separately at every sentence
in the corpus.
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6.5.2 Counting down all combinations

The average number of words in an Agenda 21 sentence is about 20. The number of posshle
separate events of equation (2) (the number of possble alignments) increases exporentialy
with the length | of both sentences. If both source and target language sentences consist of only
10 words, then the number of posshble ali gnments with independent source and target language
wordsis 10! = 3,628800. It seams, therefore that it is not feasible to evaluate the expedationin
eguation (13) exadly.

The number of passhble alignments with independent source language words, which was used
a IBM [Brown, 1994, is 1010 = 10,000000,000. In this caseit is possble to use a'trick’ cdled
a combinatorial generating function [Mood 1963. The subjed of combinatorial generating
functions is a field of mathematics itself, and we shall consider only the generating function
used at IBM as an example. Suppcse we want to align two sentences of length | = 3. Then the
number of posshble alignments with independent sourcelanguage words is 33 = 27. All possble
alignments are given by the sum

P11P21P31 + P11P21P32 + ... + P13P23P32 + P13P23P33 (14
The 27 termsin equation (14) are the expansion of the generating function given by
(P11+P12+P13) (P21+P22tP23) (P31+P32tP3a) 5

To cdculate equation (14) we need 81 multi plications and additions, but cdculating equation
(15) only needs 8 multi pli cations and additi ons. Because the ali gnment with independent source
language words is not symmetric, we will nat use the algorithm used at IBM.

6.5.3 Combining equivalenceclasss

We do not know if a generating function exist for the combinations of equation (2). In a strange
way the generating function of equation (15) seems to combine all the equivaence classes of
the target language to one single class To anayse contingency tables, the combination of
equivalence classes may sometimes help to make better statisticd inference [Everitt, 1997.

Suppase we want to cdculate the expeded translation n; of (love, liefde) from the sentence pair
("loveand peace', "liefde en vrede") with equation (13). The E-step can be cdculated simple if
we were to combine the event and with peace and the event en with vrede, reducing the
possble events to love, NoT(love), li efde and noT(li efde).

liefde |en vrede liefde |nNot(liefde)
love| nj ? ? 1 love| n 1- n; 1
and| ? ? ? 1 - noT(love) | 1- 1+ ny 2
peace| ? ? ? 1 1 2 3
1 1 1 3

Table 6.1, combining equivalence classes

Because we combined the eguivalence classs, the contents of the contingency table are known
except for the expeded trangation nj; of (love, liefde). In general it can be proven that for eat
sentencethe expeded courts for the randam parameters N;; = ny; are given by

min(nigng) | — Nig\( n P ( Po~ R~ By + 9) ’
E(N; [N Ny,...) = C&( j( 'D)[ i 16
(N[N ny.,..0) x:max((%dﬂj‘n) Ny =X)Ux/U (Pio= PRy — R) “o

The constant C is determined by the constraint >P(N;) = 1 and can therefore be computed
numericdly.
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We have implemented the EM-algorithm defined by equation (16). Tests show that this
approximation of the E-step gives bad estimates of the trandation parameters. The bad
estimates result from the combination of equivalence classes of which the probabiliti es differ
considerably from ead other. Function words like and and en in the example given abowve
occur posshly a thousand times for every occurrence of peace or vrede. Because function
words like and literally occur in every sentence, equation (16) is of no pradicd use. You can
find more abou the performancein paragraph 6.7.

6.5.4 Iterative proportional fitting

A very old way to find misgng values in n x n contingency table is the iterative propationd
fitting procedure (IPFB. This algorithm appeas to have been first described in 1937 by
Kruithof. The basic IPFPtakes an cortingency table with initial courts n;©) and sequentially
scaes the table to satisfy the observed data m. and m,. We assume that the marginal totals ;. ©)
and n,0 are not yet in correspondence with the observed data m. and m;. The pth iteration of
the consists of two steps which form:

I’]” (pv l) = nlj (p'lv 2) m/ ni_(p']-' 2)

The first superscript refers to the iteration number, and the second to the step number within
iterations. The agorithm continues urtil the observed data m. and m; and the margina totals
n;.(P) and n;(® are sufficiently close.

Isit posshle to forget al abou the EM-algorithm and estimate the parameters with the IPFP?.
No, the IPFPis only appliceble if we have aredistic initial guessn;(©@ of the frequency courts.
If we do not have any knowledge of the languages we model, the best guesswe can possbly
make, is dividing the frequency counts equally among the possble trandations (seetable 6.7).
If we however divide the frequency courts equally among the posdble trandlations, the
observed data m. and m; aready fits the marginal totals. The IPFPwill be converged before it
has started.

Because the IPFP provides an estimate that of the frequency courts that fulfils the observed
marginal totals, we can use the IPFPto replacethe E-step of the EM-algorithm. This leaves us
with one question: What do we take as an initial guessn;(© of the frequency courts of the IPFP
The most obvious choice seams to take the initial guessdired from the current estimate p; of
the joint probabiliti es.

I
N> =p
2P
R (18
The variable | is the length of the sentence we are deding with. If we are taking equation (18)
as an initial guess we can use the IPFPto fit the complete data to the observed, incomplete
data. Taking equation (18) as aninitia guesswill give the same results astaking n;(©@ = p; asan
initial guess

6.5.5 Brown'sE-step

So far, we have mentioned reseach at IBM [Brown, 1990 1993 so often in this paper, that we
may want to look some more at their statisticd MT attempt. How did Peter Brown et al.
implement their E-step?
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Brown et a. used a different approach in threeways. Remember first that they tried to estimate
the condtional probability measure P(F|E) of an Engdlish sentence E and a French sentence F
diredly, as they were not interested in a bi-diredional translation model (We try to estimate the
joint probability measure P(E,D)). Remember aso that they used an aignment model with
independent English words, allowing multiple French words to correspond with one Engdish
word. Remember finally that they used a generating function to resolve from the combinatorial
explosion of possble conredions. As a result they found the following E-step of their EM-
agorithm.

t(file)
Nipy
t(file) +t(fle)+.. . +t(fle) (19

We adopted the condtional probability parameter notation t(f;|g) from Brown et al. to indicae
the diff erence with our joint probability parameter p;.

E(N;Ingny) =

AlthoughBrown et al. used a different approach in threeways and althoughthey did not once
mention the IPFR, the resemblance of both E-steps is striking. In fad, their E-step can be seen
as one IPFPiteration, learsing some errors in the margina totals of the French words (which is
not a problem because of their unidiredional approac).

We can look at the condtional parameter t(fi|g) as the first step of one IPFPiteration, becaise
cdculating the condtional probability from the joint probability requires division by the
marginal probability, just like the first step of one IPFPiteration, if the joint probabiliti es are
taken as an initial guess The differenceis that the overall condtiona probability is taken and
not the per-sentence probability. The division in equation (18) is exadly the second step of one
IPFPiteration.

6.5.6 Adirtytrick

We wanted to know if equation (18) was a good initial guess of the frequency cournts and
experimented with some other initial estimates. Inspired by equation (16) we defined with the
assumption that we could take equivalence classes together, we used the following as an initial
estimate of the frequency courts of the IPFP.

n© = Pi (P R~ B+ B)
Y (PR R) (20)

With thisinitial guess we performed the IPFPas described in paragraph 6.5.4 to replacethe E-
step of the EM-algorithm.

6.6 Implementation of the M -step

Equation (10) is the familiar form of the likelihood equations for maximum-likelihood
estimation That is, if we were to suppcse that TP represents the sufficient statistics computed
from an observed X drawn from an regular exporential family, then equation (4) defines the
maximum-li kelihoodestimator of ®. The M-step is therefore given by equation (4).

6.7 Comparingthedifferent algorithms
During the projed we were nat able to make an objedive comparison between the different E-

steps we formulated in this chapter. However, we can give an impresson of the overall
performance by giving some example estimations of the algarithm. In this chapter we will give
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the most probable Dutch translations of some Engdlish words that appea a large number of
times in the corpus as an indicaion of the performance of the algorithm. We will show the
estimates of two function words and and the. Additionally we show the estimates of two
ordinary words: health and training. The reader must hold in mind that these estimates only
give an indicaion of the performance of the algorithms.

6.7.1 Combining equivalenceclasses

This is the algorithm presented in paragraph 6.5.3. The estimates are particularly bad on the
nonfunction words. On function words like and and the the algorithm seems to do fine.
However, the probability estimates of the trandations of health and training are much to low.

and the health training

en 0.95 de 0.63 gezondheid 0.08 schaling 0.08

als 0.01 het 0.13 gezondteidsorg  0.06 op 0.04

(null) 0.01 (null) 0.05 mili eu 0.04 opleidingen 0.03
in 0.03 volksgezondheid 0.03 (null) 0.03
op 0.02 het 0.03 opleiding 0.03
em 0.01 in 0.02 schalingsprogramma 0.02

figure 6.2, example entries

The six most probable translations of the English words are given in table 6.2. In the first
column the posdble Dutch translation is given, (null) means that the English word is not
translated to Dutch. In the second column the probability of the trandation is given. If the
probability was lessthan 0.005 than the posdble trandation is not displayed. The remaining
3% of the probable Dutch trandations of andis divided anonga number of unlikly trandations.

6.7.2 IPFPwith p; asinitial estimate

Thisisthe algorithm presented in paragraph 6.5.4. This algorithm seems to behave better on the
nonfunction words. However, on the function words the algorithm behaves nat that good It
even gives more probability to van (i.e. of in Engdish) being the translation of the than to de
being the trandation of the.

and the health training

en 0.80 de 0.35 gezondteid 0.27 schaling 0.26
van 0.05 van 0.16 gezondteidsorg 0.16 opleidingen 0.12
de 0.04 het 0.13 volksgezondteid 0.08 opleiding 0.10
voor 0.02 in 0.05 de 0.06 (null) 0.07
het 0.01 te 0.05 gezondreidsprobl. 0.04 scholingsprogramma 0.05
te 0.01 (null) 0.04 gezondteids 0.04 en 0.04

figure 6.3, example entries

6.7.3 Brown'sE-step

Thisisthe algorithm presented in paragraph 6.5.5. This agorithm seams to behave very well on
the nonfunction words. We shawed only 6 possble trandations of the English words, but of
the first 10 posshble Dutch trandation of health 9 are Dutch compounds beginning or ending
with ‘gezondteid’ All of the first 10 possble trandations of health are Dutch compounds
beginning with 'opleiding or 'schaling.

On the function words, however, the algorithm behaves bad. It gives again more probability to
van (i.e. of in English) being the translation of the than to de being the trandation of the.

36



MLE FROM INCOMPLETE DATA: THE EM-ALGORITHM

and the health training

en 0.48 de 0.22 gezondteid 0.27 scholing 0.26
van 0.07 van 0.12 gezondteidsorg 0.16 opleidingen 0.12
de 0.04 het 0.08 volksgezondheid 0.08 opleiding 0.11
(null) 0.04 in 0.04 gezondteidsprobl. 0.06 scholingsprogramma 0.07
het 0.03 (null) 0.04 gezondteids 0.04 opleidings 0.05
voor 0.03 te 0.03 gezondteidsrisico 0.04 opleidingsmogelijkh.  0.04

figure 6.4, example entries

6.7.4 |PFPwith 'dirty trick' initial estimate

This is the algorithm presented in paragraph 6.5.6. The algorithm seams to behave as well on
the function words as on the non-function words.

and the health training

en 0.93 de 0.68 gezondreid 0.28 schaling 0.28

zijn 0.01 het 0.14 gezondheidsorg 0.20 opleidingen 0.12

als 0.01 (null) 0.03 volksgezondteid 0.11 opleiding 0.11

(null)  0.01 in 0.02 gezondheidsprobl.  0.05 schalingsprogramma 0.08
te 0.01 gezondheids 0.04 (null) 0.07
aammerk. 0.01 te 0.02 opleidings 0.04

figure 6.5, example entries

6.8 Discusson

Comparing the performance of different EM-algorithms just by looking at the probability
estimates is not a very objedive method If statisticd models have to be tested, we usually look
if it is cgpable of 'explaining sentences it has never seen before. We are aware it is hard (or
even impossgble) to predict from table 6.2, 6.3, 6.4 and 6.5, which estimates will perform the
best. However, we believe that the dictionary entries we presented abowve give an indicaion of
the usefulnessin later applicaions. It seams we developed with our 'dirty trick’ approach an
algorithm that provides better estimates than Brown's EM-algorithm (which is not a symmetric
algorithm and will produce only an acarate English-to-Dutch dictionary and not an acarate
Dutch-to-English dictionary). We have however no theoreticd proof that the IPFPmay be used
to replacethe E-step. We have also no theoreticd proof that equation (20) may be used as an
initial guess of the E-step. Until we have this prodf it seams reasonable to cdl the algorithm
presented in 6.5.6 a'dirty trick'.

In this paragraph we would again like to emphasise that there exists a principle difference
between Brown's EM-algorithm and our EM-algorithm (seeparagraph 6.5.5). Brown et al. tried
to estimate the condtional probability measure P(E|D), but we tried to estimate the joint
probability measure P(E,D), making it easy to switch from P(E|D) to P(DIE) if we are goingto
use the estimates as a dictionary. We believe that estimating P(E,D) instead of P(E|D) has the
additional advantage that it is possble to give more acarrate estimates. Like said before, we
have no theoreticd proof of this hunch. However, the performance of the EM-algorithm
introduced in paragraph 6.5.6 indicates that better estimates are possble.

37



USING STATISTICAL METHODS TO CREATE A BILINGUAL DICTIONARY

38



EVALUATION USING AGENDA 21

Chapter 7

Evaluation using Agenda 21

In this chapter we will look at the results of the evaluation of our EM-algorithm. We will use
the Engdish and the Dutch version of Agenda 21 as a parallel corpus. First we will give a
description of the experiment we will take. After that, we will look at the results of the
evaluation. Some technicd detail s of the design steps can be foundin appendix D.

7.1 Theexperiment

The experiment consists of 4 steps. First we divided the Agenda 21 in a training corpus and a
testing database. Seaondy, we trained the parameters of our model. After that, we asked
volunteasto look for fragments of Agenda 21 in the testing database. Finally we perform recdl
and predsion measures on the retrieved fragments.

7.1.1 Dividingthe corpus

Evauating statisticd models involves a training step and a testing step. To make a valid
statement of the model passble, two corpora have to be used: one corpus as a training corpus
and anather as a testing corpus. We cannd use the entire Agenda 21 corpus bath as a training
and as a testing corpus. Due to the fad that the model is alrealy optimised on the test corpus,
the outcome of testing is much better than it would be for any other corpus. Therefore we
divided Agenda 21 in two parts, usingonly one part for training the parameters of our model.

7.1.2 Training the parameters

We trained the parameters of our model with the EM-algorithm defined in chapter 6. We used
the variant of the E-step defined in paragraph 6.5.6. The EM-algorithm presented in chapter 6
expeds the Engdlish and the Dutch sentences to be of equal length. Thisis nat a very redistic
assumption, as the average sentence length of the English Agenda 21 corpusis 20.8 words and
the average sentence length of the Dutch corpus is 24.5 words. To be able to perform the EM-
agorithm properly, we make the assumption that some words are not translated at all. To model
this assumption we introduwce for ead language a speda (null) word. If the length of, for
example, the Engdlish sentence is smaller than the length of the Dutch sentence, the Engdlish
sentenceisfill ed up with the spedal (null) words.

7.1.3 Using thetesting cor pus as a document base

We wanted to know if our tranglation system might be useful for informationretrieval purpases.
Therefore we needed a multi -lingual database containing diff erent documents of the same genre
as the model is trained with. We can acdhieve this by using the testing corpus as a database
containing diff erent fragments of the Agenda 21 corpus. Note that of ead fragment we have an
English and a Dutch translation.
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Theretrieval system

We built aretrieval system based on a Bodean IR model. In aBodean IR model the document
is represented by a colledion of catch words. A query consists of alist of catchwords separated
by the Bodean operators like AND, OR and NOT. Query and documents can be matched by
cheding if the cach words that belong to the documents will make the query true [Hemels,
1994. The system processes eat Dutch query as follows. First the Dutch query is stripped
from phrases like for example ("I want to know more abou..."). After that, the system uses the
nonfunction words from the query and the AND operator to produce a Bodean query. For
example the natural language query "I am interested in overpopuation problems in central
Africa" will be reduced by the system to the Bodean query: overpopuation AND problems
AND central AND Africa.

The experiment

We used an experiment that is inspired by Mauldin's evaluation on a knowledge-based
document retrieval system [Mauldin, 199]. The experiment was conduwcted with a number of
persons that operated the document retrieval engine. The native language of the voluntees is
Dutch. The experiment was organised as foll ows.

1. First, ead personis given some time to look at the Dutch Agenda 21 corpus to give them
an ideaof the topics in the database that may be retrieved. This is dore to be sure that the
person does nat try to retrieve information that is not available in the database. Mauldin
went a step further by showing ead person the document he or she had to retrieve.

2. Eadh personis asked to formulate a Dutch query of their information need.

3. The Dutch query is used to retrieve documents from the Dutch database.

4. The Dutch query is translated to its most probable English translation using the

probabili stic dictionary constructed with the training part of Agenda 21.

The English query is used to retrieve documents from the Engli sh database.

The retrieved Dutch documents, together with the Dutch translations of the retrieved

English documents, are presented to the user. The user has to dedde of ead retrieved

document if it isrelevant or naot.

oo

The volunteea's are only confronted with the Dutch version of Agenda 21, with Dutch queries
and with Dutch documents that they retrieved. Therefore, their ability to speék, or trandate
from, English (or any human's abilit y to trand ate from English) does nat eff ed the experiment.

7.1.4 Measuring retrieval performance

Effedivity of an information retrieval (IR) system is traditionally measured by recll and
predsion. Recdl is the fradion of the relevant documents, that is adually retrieved. Predsion
is de fradion of the retrieved documents, that is adually relevant. It is often simple to obtain
highrecdl at the cost of the predasion. Likewise it isrelatively smple to obtain ahigh predsion
at the cost of recdl. Finding a goodbalans between recdl and predsionis the red problem of
information retrieval.

Predsion can be cdculated fairly easily. Recdl is harder to cdculate. The entire database has to
be examined to determine the recdl exadly. If the performance of different IR systems has to
be compared, relative recll may be used as a performance measure. The relative recdl of
system 1 with regard to system 2 is the fradion of the relevant documents retrieved by both
systems, that is adually retrieved by system 1.

More recent IR performance measures depend more heavily on the opinion of the user and on
the willi ngressof the user to browse throughlists of posdgble relevant documents. This leals to
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requirements for succesful document retrieval cdled prediction criterion and futility point
criterion[Hemels, 1994.

7.2 Theresults

Before we are adually going to analyse Agenda 21 we might want to look at some of the global
charaderistics of the corpus. After that we will look at the training algorithm and give some
preliminary results of the dictionary we have creded. Finaly we will give the results of the
retrieval experiment.

7.2.1 Global corpuscharacteristics

Just like Brown's experiment at IBM [Brown, 1993, we will use as a training corpus the
sentences of Agenda 21 that have a maximum length of 30 words. The remaining sentences will
be used to simulate the document base. We will cdl ead different word in the corpus (acually
every equivalence clasg a new type. Each occurrence of aword will be cdled atoken (seetable
7.1).

Charaderistics total corpus train corpus train/ total

tokens 146089 59419 40.7 %
types 5385 3854 71.6 %
sentences 7022 4664 66.4 %

table 7.1, size of the English Agenda 21 train andtest corpus

Because we took only the smaller sentences, we used almost two third of the sentences of the
entire corpus, but only 40.7% of the words of the entire corpus.

Charaderistics total corpus train corpus train/ total

tokens 172186 68026 39.5%
types 8518 5462 64.1 %
sentences 7022 4664 66.4 %

table 7.2, size of the Dutch Agenda21 train andtest corpus

Table 7.2 represents the charaderistics of the Dutch Agenda 21 part. Of course the number of
sentences of both corpora (after sentence alignment) are the same. Note that in the Dutch
version, the number of types exceels the number of sentences. In both the Engdlish and Dutch
part a considerably part of the types does not appea in the train set at all (respedively 28.4%
and 35.9%). This gives the impresson that the Agenda 21 may be too small to make good
statisticd inferencefor the domain of emlogy and sustainable devel opment.

Table 7.3 gives us the size of some well known bilingual corpora, starting with the famous
Rosetta stone, that Champdllion used to dedpher the ancient Egyptian hierogyphs. The
Hansard corpus consist of the Canadian parliamentary debates that are avail able in both English
and French. The Hansards were used by many of the researchers mentioned in chapter 3. The
Hansard corpus is more than 500times bigger than the Agenda 21 corpus.
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Corpus Size(x1000words)  nr. of trandations
Rosetta stone 0.1 3
Agenda 21 170 +80
Bible 1,000 > 150
Shakespeae 2,000 >40
Hansard 90,000 2

table 7.3, the size of some multi-lingud corpora

The Agenda 21 corpus is probably too small to make good statisticd inference. However, we
may still useit to indicae what would be passgble if we used abigger bili ngual corpus.

7.2.2 Somepreliminary results

We implemented the EM-algorithm as stated in paragraph 6.5.6. After 6 training steps of the
algorithm the parameters do not change significantly anymore. Now let us take a quick glimpse
at some of the results. First we will look at the possble trandations of some of the Engdlish
function words that appea ealy in the aphabet. These words appea at least 100 times (for
also) till more than 4000times (for a) in the corpus. Then we will ook at the way the algorithm
behaves if it is confronted with certain linguistic phenomena (see appendix B, for explanation
of thelingustic terms).

a also and be

ea 0.69 ook 0.61 en 0.93 worden 0.69
(null) 0.06 tevens 0.15 zjn 0.01 zijn 0.08
het 0.04 eveneas 0.13 als 0.01 te 0.04
aan 0.02 daarnaast  0.03 (null) 0.01 (null) 0.04
die 0.02 bevatten 0.01 de 0.02
te 0.02 evenals 0.01 komen 0.01

Figure 7.4, example entries of some Engli sh functionwords

The six most probable trandations of the English words are given in table 7.4. In the first
column the posdble Dutch translation is given, (null) means that the Endlish word is not
translated to Dutch. In the second column the probability of the trandlation is given. If the
probability was lessthan 0.005 than the possble translation are not displayed. The remaining
3% of posdble trandations of andin table 7.4c is divided over a number of passhililiti es with
low probabilit y.

em ook en worden

a 0.41 also 0.53 and 0.96 be 0.60
(null) 0.22 (null) 0.21 (null) 0.01 (null) 0.12
an 0.12 including 0.05 are 0.10
the 0.03 devdopment  0.03 as 0.02
of 0.02 include 0.02 to 0.01
one 0.02 on 0.02 of 0.01

Figure 7.5, example entries of some Dutch function words

K lavans and Tzoukerman reported the size of the Hansards to be 85 milli on English and 95 French words
[Klavans, 199(. Today the corpus is even bigger. Brown et al acaaly used 29 milli on words so till
about 170times as much asthe total sizeof our corpus [Brown, 1993.
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All these function words are ead others most probable translation. So, the most probable
Engli sh trandation of the Dutch word een is a and the most probable translation of the English
word a is the Dutch word een. Thisis not necessarily the case as we will seein figure 7.7.

local can dieren verbetering
plaatselijke  0.51 kunren 0.58 animal 0.50 improving 0.31
lokale 0.24 kan 0.33 animals 0.40 improvement 0.28
lokaal 0.15 dit 0.03 (null) 0.08 improve 0.16
plaatselij k 0.09 leveen 0.03 such 0.01 improved 0.06
maken 0.01 brede 0.01 enharcing 0.03
(null) 0.02

Figure 7.6, example entries of morphlogically realted words and synoryms

unsustainabe duuzame

duuzame 0.57 sustainade 0.93
niet 0.33 unsustainabde  0.02
voorkomen 0.03 renewable 0.02
trekken 0.02 consumption 0.01
onhoudbaa 0.02 sustainahlity  0.01
ea 0.02

Figure 7.7, example entries of English morphdogy

These entries explain why the performance of the mondingual Dutch retrieval engine will
probably differ considerably (as we will seg from the performance of the multili ngual Engdli sh-
to-Dutch retrieval engine. Even if the words are translated corred, a lot of possbly corred
translations are not used.

volksgezondteid health

health 1.00 gezondteid 0.28
gezondreidsarg 0.20
volksgezondreid 0.11
gezondreidsprobl. 0.05
gezondteids 0.04
te 0.02

Figure 7.7, example entries of compounds

Unlike the Endlish unsustainalle (i.e. niet duurzame) which was has both duurzame and niet as
probable tranglations. The Dutch word volksgezondteid (i.e. people's hedth) is has only health
as a (cetain) trandation. The most probable transation of health, however is corredly
gezondteid.

7.2.3 Themultilingal IR results

In this paragraph we will give the results of the experiment described in paragraph 7.1. We
were able to get the cooperation of 8 volunteas, al with Dutch as their native language. They
formulated a total of 41 Dutch queries that were used to extrad fragments from bath the
Engli sh and the Dutch Agenda 21 test corpus.

The test corpus consists of 2358 sentences of the Agenda 21 corpus. If two sentences foll owed
ead other in the corpus they were taken together as one fragment. This way we were able to
construct a multili ngual database of 1545 English fragments together with their Dutch
tranglations.
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Trangation of the queries was dore with the estimates described in the previous paragraph. If a
word of the query did not have an entry in our dictionary we used that (Dutch) word to seach
the Engli sh database.

Some problems may occur if the systems retrieves a large number of fragments. We dedded
that the voluntees shoud naot have to judge more than 15 retrieved fragments. If more than 15
fragments were retrieved, only the first 15 were showed to the volunteas. This may however
give serious distortions in the relation between the number of retrieved English fragments and
the number of retrieved Dutch fragments. For example, if the query retrieves 60 Endlish
fragments and 20 Dutch fragments, showing the first 15 fragments might lead to showing 15
Engli sh fragments and nore of the Dutch. If this happened we would occasionally skip some of
the English fragments and show the voluntees abou 10 Engdlish fragments (that is the Dutch
tranglations) and 5 Dutch fragments.

per- total total Engish Engish predsion relative Dutch Dutch predsion relativ

son OK OK recdl OK erecdl
1 53 27 50 26 0.520 0.963 13 9 0.692 0.333
2 48 43 44 39 0.866 0.907 24 22 0917 0.517
3 10 7 6 5 0.833 0.714 4 2 0.500 0.286
4 60 34 51 27 0529 0.794 25 15 0.600 0441
5 0 0 0 0 - - 0 0 - -
6 34 30 30 26 0.867 0.867 15 15 1.000 0.500
7 56 39 42 26 0.619 0.667 38 30 0.789 0.769
8 8 2 8 2 0.250 1.000 0 0 - -

tot. 269 184 231 151 0654 0821 119 93 0.782 0.511

Table 7.8, Results of the IR experiment

The results per voluntea are given in table 7.8. Each row of table 7.8 gives the results of one
voluntea. The last row gives the total results. The send and the third column give
respedively the total number of fragments retrieved and the number of fragments that contained
information the volunteer was looking for. The next four columns give the results on the
Engli sh database. The last four columns give the results on the Dutch database.

Surprisingly, it seams that the system performs better on the Engli sh database than on the Dutch
database, even if the trandation are not always acairate (the system translates for example the
query chemische stoffen to chemical chemicals). Indeed, the predsion of the muiltili ngual
Dutch-to-English retrieval system is a bit lower than the predsion of the mondingual Dutch
retrieval system, respedively 65% and 78%. The relative recdl of the multili ngual system,
however, is much higher than the relative recdl of the mondingual retrieval system,
respedively 82% and 51%. In the next paragraph we will try to find explanations for these
results.

7.2.4 Discusson of the multilingual IR results

To find a good explanation of the results we first will look at the English translations that the
system generated. We assgned ead of the resulting Engli sh queries a caegory acording to the
following criteria. If the trandated query was translated corred we assgned it to the corred
caegory. If the query was trandated incorred, but was able to retrieve corred fragments the
query we assgned it to the usable category. If the query was translated incorred becaise only a
part of the origina was translated, we asdgned it to the partially corred category. If the query
could not be translated at all, because the words in the query were not present in the dictionary,
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we assgned it to the nat translated caegory. Finally, we assgned the remaining queries to the
incorred category.

Of the 41 queries 19 fell into the corred caegory, 3 fell into the usable caegory, 10 fell into
the partially usable category, 6 fell into the nat translated category and 6 fell into the incorred
caegory. We fed that atrandated sentencethat isin any of the first two caegories (corred or
usable) represents a reasonable tranglation. By this criterion the system performed successully
54% of thetime. Only 6 out of 41is 15% of the queries were trandated incorred.

corred
Dutch query afspraken over samenwer king tussen verschill ende landen
Trandated as. arr angements on cooperation between different courtries
usable

Dutch query gezondheid van de mens
Tranglated as: health of the human

partially usable

Dutch query verbeteren van de mili eubescherming
Tranglated as: improve of the protedion

not translated

Dutch query het kappen van regenwoucen in de Fili pijnen
Translated as: ?of ?inthe?

incorred

Dutch query het aanced vanwindenergie tot het totaal van energiebronren
Translated as: givingof ? irrigated of energy

Figure 7.9, Trandation examples

Of course, incorred translations will deaease bath predasion and recdl of the muiltili ngual
retrieval system.

Usually queriesthat fell into the not trandlated caegory, did nat retrieve any fragments from the
Dutch database either. So the queries that fell into the not translated caegory did nat influence
the performance of bath systems much.

Queries that fell into the partialy usable caegory often contain Dutch compound (see
appendix B) that ough to be translated to two separate English words. Our translation model is
only able to find one of these words, passbly increasing the recdl, but deaeasing the predsion
of the system. The reason that this often leads to an improvement of the performance is the
limitation of our domain and the limitation of our corpus. For example, the query
armoedebestrijding (i.e. combating poverty) is, becaise it is a Dutch compound translated to
poverty. However, if we are talking abou poverty in the domain of Agenda 21, we usually talk
abou the combating of poverty. If our database contained fragments of other domains, the
recdl would not beincreased as much asit did now.

Still, the phenomena above do not explain why the multili ngual retrieval system seems to
perform better than the mondingual Dutch retrieval system. It seans that there is a more
structural reason. If we look again at table 7.1 and table 7.2 we seethat the English corpus
contains 5385 diff erent words and the Dutch corpus 8518 different words. The diff erence can
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be explained by Dutch compounds, but also by the use of more synonyms in Dutch, by the
richer Dutch morphdogy and by the existence of trandational ambiguities in the translation of
English to Dutch (seeappendix B).

Dutch synonyms

One of the volunteas formulated the query plaatselij ke Agenda 21, which was translated by the
system to local Agenda21. In Engdlish local Agenda 21 is the term used throughou the corpus.
However, in Dutch also the synonym lokale of plaatselij keis used. The multili ngual Dutch-to-
English retrieval system will therefore find more corred fragments than the mondingual Dutch
system.

Dutch morphology

Ancther volunteer also wanted to know something about the locd Agenda 21 and formulated
the query (wat gebeurt er op) plaatselij k niveau met Agenda 21, which was translated to local
levd with Agenda 21. The Dutch query of the first voluntee contains the infleded form
plaatselij ke of plaatselij k. Both are corredly translated to the same Engdlish word: local. Again,
the multili ngual Dutch-to-English retrieval system will find more corred fragments than the
mondingual Dutch system.

Trandational ambiguities

One of the volunteas formulated the query inheanse volkeren, which is translated by the
system to indegous people. However, in the Dutch corpus the term inheanse bewolking is also
used as a trandation of indegous people. The meaning of volkeren and bewlking in Dutch is
dlightly diff erent, the first meaning 'nation of people' the second meaning ‘popuation of people’.
Again, the multili ngual Dutch-to-English retrieval system will therefore find more corred
fragments than the mondingual Dutch system.

7.25 Conclusion

Using a very simple translation model we were able to built a simple but eff edive multili ngual
document retrieval system. It seams that the multili ngual Dutch-to-Engdlish retrieval systems
performs better than the mondingual Dutch system, buit... looks can be deceving.

- Partialy corred trangations, becaise of the existence of Dutch compounds, leal to better
recdl measures, partially because of the limitation of our domain.

« Thesimplicity of our retrieval systemis a bigger disadvantage for the Dutch language than
for the English language. Including morphdogicd analysis will improve recdl of the
mondinguel Dutch retrieval system.

« Dutch synonyms and Engdlish to Dutch trandational ambiguities are an advantage in a
Dutch-to Engish multili ngual retrieval system, but will probably negatively influence the
performance of an Endlish-to-Dutch retrieval system.
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Chapter 8

Conclusions

In the introduction of this paper we formulated two research questions. In which way can
statisticd methods applied to bilingual corpora be used to creae the bili ngual dictionary? What
can be said abou the performance of the creaed bilingual dictionary in a multilingual IR
system? In this paper we built a system that is able to generate a bilingual dictionary from
parallel English and Dutch texts. We tested the dictionary in a bilingual retrieval environment
and compared recdl and predsion of a mondinguel Dutch retrieval system to recdl and
predsion of abilinguel Dutch-to-English retrieval system.

8.1 Buildingthedictionary

The proposed methodfor generating the bili ngual dictionary uses the EM-algorithm to estimate
the unknowvn parameters of a statisticd translation model. We followed a new approach as we
tried to generate a bi-diredional dictionary. A bi-diredional dictionary will save alot of space
in a multili ngual retrieval environment. Because of the bi-direcional approach we canna use
agorithms and model s devel oped at other research centra.

1. we constructed a symmetric language model with independent source and target language
words

2. we replaceal the cdculation of the E-step by the Iterative Propartional Fitting Procedure
(IPFPB

We have no theoreticd proof of the corredness our EM-algorithm in combination with the
IPFR However, comparison of different EM-algorithms indicaes that our bi-dirediond
approach may very well lead to better estimates than the unidiredional approadh. More
reseach is therefore needed on symmetric language models and estimating algorithms.

The current implementation shows promising results on the Agenda 21 corpus. The Agenda 21
corpus is probably too small to make goodstatisticd inference Evaluations on for example the
Canadian Hansard corpus, which is 500times bigger than Agenda 21 may bring more cleaness
in the performance of the algorithm.

8.2 Thehbilingual retrieval performance

We tested the usefulness of the generated bilingual dictionary in a multili ngual retrieva
environment. It seemed that the multilingual retrieval system performed better than the
mondingual system. Dutch queries that were automaticaly translated by the retrieval system to
English were able to retrieve 82% of the known relevant Engdlish fragments. The retrieved
documents had a predsion of 67%. The Dutch queries themselves were able to find 51% of the
known relevant documents, but the documents were retrieved with apredsion of 78%.
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To explain the goodperformance of the multili ngual retrieval system, we assgned ead English
query to one of the categories corred, usable, partially usable, not translated and incorred. It
seamed that 54% of the English queries fell into the first two caegories, which represents by
our criteria a reasonable translation. Only 15% of the English queries fell into the incorred
caegory. Still these figures do not explain the relatively good performance of the multili ngual
retrieval system, compared to the mondingual system. There are threeimportant reasons for the
unexpeded good performance of the multili ngual retrieval system (see Appendix B for
explanation of the linguistic terms).

1. The simplicity of our retrieval system is a bigger disadvantage for the Dutch languege than
for the English language. Including morphdogical andysis will improve recdl of the
mondingual Dutch retrieval system.

2. Our trandation does nat acount for the existence of Dutch compounds that ouglt to be
translated to two separate English words. Partially corred trandations, becaise of the
existence of Dutch compounds, lea to better recdl measures, becaise of the limitation of
our domain.

3. Dutch synonyms and English-to-Dutch translationd ambiguities are an advantage in a
Dutch-to-English multilingual retrieval system as they improve recdl retaining high
predsion measures. However, the same lingustic phenomena will probably negatively
influence the performance of an multili ngual Engdli sh-to-Dutch retrieval system.

The problems mentioned under 1. and 3. are fundamental (linguistic) problems of mondingual
Dutch document retrieval. Even if the translation system translates all Dutch queries corredly
to Endish, these lingustic phenomena will cause different performance measures. The
multili ngual system makes them visible, but they are also there if a Dutch user wants to retrieve
something from a Dutch database. Due to the richer Dutch morphdogy and due to the more
frequent use of synonyms in Dutch (compared to English, if the Agenda 21 corpus is a good
indicaion) Dutch information retrieval canna achieve the same performance as Engdlish
information retrieval. Dutch information retrieval may very well be a more difficult task than
English information retrieval.

Basic information retrieval (IR) processes are query formulation (representing the information
need), indexing (representing the documents), retrieval (comparing these representations) and
relevance fealback (evaluating the retrieved documents). As ead language has its own unique
problems, techniques used for these processes will be different for ead of them. Most research
on document retrieval has been dore using Endlish. Tedniques developed for Engdlish
databases may need to be different if other languages are used. A mgjor issue in multi-lingual
information retrieval is whether techniques that have shown to be effedive on Engdlish can be
transferred to other languages, or how they have to be modified to adieve the best
performance More reseach is needed therefore on the performance of information retrieva
techniques with different languages.

8.3 Rewmmmendationsto improvethetranslation system

In this paper we used very simple techniques to define equivalence classes. We used a
relatively simple trandation model. We used a relatively small corpus to estimate the
parameters of the model. We did not use the posshility of estimating separate language
probabiliti es P(E) and P(D). All of these steps can be easily improved. A lot of techniques to
define equivalence classes, enhance the translation model and estimate language probabiliti es
are already documented by other research centra (seechapter 3).
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8.3.1 Equivalenceclasss

Defining equivalence classes of words using Morphdogicd analysis may help the system in
two ways. The number of entries of bath dictionaries will be reduced. The EM-agorithm will
be able to find correspondences a full word-based approach will overlook

8.3.2 Thetrandation model

To build a serious translation system with our bilingual dictionary, we first have to define a
more redistic model of the prior probability. A bigram model will give the trandlation system
the posshility to take the context of words into acaurt when trandating. Reseach aso has to
be made into more redi stic models of the channel probability. Position probabiliti es acourt for
the observation that words in the beginning of a Dutch sentence are most likely to be translated
to the beginning of the English sentence. Fertility probabiliti es acourt for the observation that
aword may be translated to more than one word (seechapter 3).

We have limited ourselves in this paper to English-Dutch translations. Becaise we did not use
any knowledge of the languages we modell ed we believe that the techniques we used will be
equally useful on German and French; the other languages of the Twenty-One projed. In atrue
multili ngual translation system it must be relatively easy to add a language to the system.
However, if we for example try to add French to our trandation system we have to find a
French-Engli sh corpus and a French-Dutch corpus. Research has to be dore if the compil ation
of, for example a French-Dutch dictionary can benefit from the existence of an English-Dutch
dictionary and an Engdli sh-French dictionary.

8.3.3 Improvingthe parameter estimation

To improve the estimation of the channel probability we might want to use other resources than
bili ngual corpora. Reseach can be made into the use of human dictionaries and M T-lexicons to
enhance the estimation of the channel probability.

Because the translation system is used in an information retrieval environment we can use the
contents of the document base to adapt the prior probability (i.e. the language model). Each
time a new document is added to the document base, we can adapt our language model, making
the trandation system ‘aware' of the fad that a number of new subjeds are added.
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